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(9-ft.) slender cone model, with a flare at the base, as reported in Appendix 5.
Experimental studies of the compressibility effects on the diffusion of hypersonic wakes

are reported in Appendix 6.
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SUMMARY

A program of fundamental experimental research and analysis has been conducted
to examine two key areas associated with the design of hypersonic vehicles for re-entry and
sustained hypervelocity flight. In the first, and major segment of the program, detailed
measurements were obtained to examine the thermo-fluid dynamics of transpiration cooling
and the separate and combined effects of surface roughness and blowing on the filuid
mechanics of transpiration and ablative thermal protection systems. In the second segment
of the program, we embarked in a detailed experimental examination of compressibility
effects in regions of attached and separated flows. The first phase of this program was
devoted 1o studies associated with developing the models and instrumentation to obtain
highly resolved high frequency measurements in fully turbulent boundary layer at Mach 11,
13, and 15. While in the second phase of this program, segments were concentrated on the
development of the direct measurement of density fluctuations using high pressure electron
becam techniques. During this contract we also took the opportunity to analyze and publish
important measurements made in an earlier program demonstrating compressibility effects
in hypersonic turbulent wakes. A new high pressure reservoir was designed and fabricated

during the course of the program to increase the performance of the experimental facility.

During the past five yecars under AFOSR's sponsorship, we have conducted
detailed experimental studies of (1) the effects of surface roughness only on the aerothermal
characteristics of ablated noseshapes and slender re-entry vehicles (Appendix 1), (2) the
effects of combined roughness and blowing on the heat transfer and skin friction to slender
MRV's (Appendix 2}, (3) the effects of surface blowing on the distribution of heat transfer
and skin friction together with flowfield properties on slender transpiration-cooled re-entry
vehicles, and (4) the effects of the properties of the injectant on the aerothermal

characteristics of transpiration-cooled slender re-entry vehicles (Appendix 3).

During the latter part of the program, our efforts were focussed toward the
examination of the dynamics turbulent structure of attached and separated regions of shock
wave/turbulent boundary layer interaction hypersonic flow. The resuits of our initial
studies emploving the electron beam technique to obtain mean density measurements
through the turbulent boundary layer over the cone were repoited in Appendix 4. These
studies demonstrated that to obtain the resolution necessary to determine the structure of
wall regions of the turbulent boundary layer, it is necessary to obtain very thick interaction

regions. During the latter part of this program, we accomplished this by using a very large




1.0 INTRODUCTION

Recently, intense use of numerical solutions of full or reduced timc-averaged
Navier-Stokes equations has resulted in significant progress in the development of efficient
and stable numerical algorithms and a greater understanding of gridding techniques.
However, little progress has been made in developing fluid mechanical models required for
these codes. In many instances, the phenomena of greatest importance in the aerothermal
design of advanced vehicles are also the most difficult to model in the codes. These
modeling problems include non-equilibrium chemistry and catalytic wall effects, boundary
layer transition, and non-equilibrium development of turbulent boundary layers in regions
of strong pressure gradients and separated flow and mass addition and combustion.
Meaningful advances must be made in the prediction of flow phenomena so that the
imbalance in research, particularly in hypersonic flows, may be redressed and experimental
studies conducted to examine these problems in depth. In the development of advanced
prediction techniques required to design and predict the aerothermal loads on sophisticated,
airbreathing maneuverable hypersonic vehicles, there are a number of key flow/field and
flow/surface interaction phenomena that must be modeled which require the insight and
measurements of detailed experimental study. The modeling of the turbulent flow structure
over transpiration-cooled and rough ablating surfaces requires a detailed understanding of
the mixing process between the injected fluid, the roughness elements, and the fluids at the
base of the turbulent boundary layer. Large surface ablation resulting from heat transfer
rates generated on the windward ray of the ablative heat shield close to the nosetip and on
the control surfaces of vehicles flying at high angies of attack are of critical concern to the
designers of missiles that maneuver during re-entry. To develop an accurate predictive
capability 1o describe the ablation rates of the nosetip, heat shicld, and control surfaces, it is
necessary to understand and model the separatc and combined effects of surface blowing

and surface roughness.

To develop and evaluate prediction schemes that will accurately describe the effects
of combined roughness, blowing, and entropy layer on the aerothermal performance of
slender, rough ablating cones, we conducted experimental studies under hypersonic, high
Reynolds number, and highly cooled wall conditions. The models were constructed with
well-defined roughness and blowing characteristics. The correlations of the measurements
from these studies can be used to directly evaluate the accuracy of aerothermal models

currently in use in "shape change" codes, while individual sets of measurements can be




compared with more detailed calculations of combined roughness and blowing on sharp

slender cones.

In the second part of the program, an experimental study was conducted in which
an electron beam, and pitot and total temperature probes were used to measure the mean
and fluctuating density, and mean static temperature across a Mach 7.5 turbulent boundary
layer over a 4-ft long 6° sharp cone. The experimental studies were conducted in the
Calspan 96" Tunnel at a freestream Mach number of 8.5 and unit Reynolds number of 5 x
10°. Our initial use of this technique has demonstrated a potential to obtain fluctuation
measurements up to frequencies approaching 1 MHz. Additional improvement is expected
when more advanced optics are used. The mean rotational temperature through the
boundary layer were determined from spectra obtained using an Optical Multichannel
Analyzer. The electron gun has proven highly reliable and has the potential to work at
equivalent densities up to over 100 torr. Further developments are anticipated employing

an electron beam to stimulate a gas which is examined using a resonant laser technique.

During the {inal phases of this program, an opportunity was presented to complete
the analysis of and publish measurements made in an earlier program which could shed
light on turbulent compressibility effects in hypersonic flow. Specifically, the turbulent
diffusion of a hypersonic turbulent wake show significant compressibility effects which
mannerfert themselves as dramatic changes in wake growth. In the experimental program
presented in Appendix 5, measurements were made to examine the effects of Mach number
and Reynolds number on the structure and growth of the wake behind a slender cone.

As a part of the overall experimental effort to obtain fully turbulent flows at the
highest Mach numbers and Reynolds numbers, additional experimental hardware and
associated instrumentation has been constructed and assembled to enhance the unit
Reynolds number and run times for current and future AFOSR experimental programs.
These modifications are centered around the construction of a new high pressure driver
reservoir. This high pressure driver reservoir was designed and successfully tested and is

being now incorporated into the tunnel.




20 REVIEW OF RESULTS FROM RESEARCH PROGRAM

2.1 STUDIES OF THE AEROTHERMODYNAMICS OF TRANSPIRATON-
COOLED AND ROUGH AND ABLATING HYPERSONIC VEHICLES

The development of design codes for transpiration and ablatively-cooled re-entry
vehicles is of significant importance to the Air Force. The codes currently in use for this
purpose are, in general, based on technology developed over fifteen years ago and was
based on a very weak experimental database. In fact, most codes were "tuned" to match
flight measurements of nosetip recession which were not only relatively inaccurate but also
were for a specific set of vehicle matenals and flight conditions. Also, the predictive codes
employed empirical correlations to describe the enhanced stagnation point heating.
However, the major problem in these codes is they employ an effective roughness
(basically determined from flight data) which in effect controls the level of heating and
ablation of the nosetip. However, our experimental studies have indicated that for
relatively low levels of blowing, the coolant layer effectively covers the roughness

presenting an effectively smooth surface to the flows.

In the studies to examine the effects of transpiration cooling and surface roughness
and blowing on the aerothermal charactenistics of turbulent hypersonic boundary layers
over transpiration-cooled, rough hypersonic vehicles, detailed surface measurements were
madec that provide a basis for the direct evaluation of the basic modeling of key phenomena
in advanced computational codes. Experimental studies were conducted at Mach numbers
of 11, 13, and 15 for turbulent flows over transptration-cooled and rough and smooth
blowing models in which the blowing parameter B' was vaned from 0.01 to 5. During this
program threce new and unique transducers were developed and successfully used to
measure skin friction and local and average heating on the rough transpiration-cooled
surfaces. Two types of heat transfer gages were developed, a calorimeter gage and a multi-
element thin-film gage. These gages were used to obtain both average and local heating
measurements to determine the effects of mass addition on cone heating. The distribution
of heating over and between the roughness elements was determined for a range of blowing
rates and freestream conditions with the multi-element thin-film gage. The thin-film
elements were distributed over the roughness elements and on the base between the
roughness elements and the injection passages. A new skin friction gage, in which there
was blowing through the floating sensing element, was used to measure the effects of

blowing and roughness on surface shear. The resuits of the measurements with these
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gages are presented together with comparisons with earlier measurements at lower Mach
numbers and with the results of semi-empirical prediction techniques. These studies are
described in detail in Appendix 1.

Heat transfer, skin friction, and pressure measurements were obtained along the
models for a range value of the blowing parameter m/Q.UsCH, from 0.10 to 5, using a
nitrogen injectant. Holographic interferometry was used to examine the characteristics of
the hypersonic flowfield around the MRV model. The measurements were correlated, in
terms of the major scaling parameters, and are also compared with earlier measurements at
lower Mach numbers. Comparisons are presented with computations made with the
BLIMP code, which demonstrate that this code is in relatively good agreement with the
experimental data for small blowing rates. However, for B'> 0.5, the code significantly
under-predicts the effectiveness of transpiration cooling. For these high blowing levels,
where (in the extremes) boundary layer blowoff occurs, boundary layer theory (BLIMP
code) is inadequate, and solutions to the full or reduced time-averaged Navier-Stokes

equations are requircd. These studies are reported in Appendix 2.

The effects of molecular weight and specific heat of the injectant on the turbulent
heat transfer to and skin friction of to a sharp slender transpiration-cooled cone in
hypersonic tlow were then investigated; this study was conducted at Mach numbers of 11
and 13 for local Reynolds numbers of 100 x 10° and 50 x 10%, respectively.
Measurements of heat transfer, skin friction, and pressure were obtained along the cone for
blowing rates (m/Q.U,Cp, ) trom 0.10 to 5, using helium, nitrogen, and freon injectants.
The characteristics of the hypersonic turbulent boundary layer were determined with
holographic interferometry. Miniature heat transfer instrumentation was used to obtain the
detailed distribution around each injection port. Calculations using the BLIMP code and
the HEARTS Navier-Stokes code were compared with the expenimental measurements.
Correlations involving the effects of injection rates and gas properties on the heat transfer
and skin friction are presented in terms of the relevant non-dimensional parameters. These

studics are described in detail in Appendix 3.

2.2 STUDIES OF COMPRESSIBILITY EFFECTS IN_REGIONS OF
SHOCK WAVE/TURBULENT BOUNDARY LAYER INTERACTION IN
HYPERSONIC FLOWS

Powerful numencal techniques based on the Navier-Stokes equations are available

for the prediction of hypersonic viscous flows. Providing these flows are laminar the




accuracy of the results of the computations is impressive [Rudy et al (1989)] (Appendix 7).
However, if the hypersonic boundary layers or shear layers are turbulent, agreement with
measured data is often unsatisfactory as a result of serious shortcomings in the time-
averaged models used to represent the turbulence. The structure of turbulent boundary
layers hypersonic speeds is poorly understood. This in part results from the paucity of
measurements to define the fluctuatory characteristics of the turbulence which is in tumn
related to the severe difficulties in developing suitable instrumentation to make accurate
mcasurements in high Mach number flows. However, without a better physical
understanding of the characteristics of the time dependent properties of these flows, the
validity of turbulence models cannot be meaningfully evaluated.

Most models of turbulence used to describe compressible flows have been derived
from concepts developed from low Mach number or other incompressible flows where
fluctuations in thermodynamic quantities (density, temperature, etc.) are small enough to be
neglected. As the Mach number increases these fluctuations become more important and at
hypersonic speeds, they can be the most significant varying quantities. Furthermore, in
many important flows therc are features which pose difficulties in modeling. For example,
in regions shock/bound--y layer interactions, which are regions of intense heating. The
way in which the turbulence responds to the rapid changes in flow conditions presently

poorly understood.

During this part of the program our efforts were focussed toward the examination
of the dynamics turbulent structure of attached and scparated regions of shock
wave/turbulent boundary layer interaction hypersonic flow. The results of our initial
studies employing the clectron beam technique to obtain mean density measurements
through the turbulent boundary layer over the cone were reported in Appendix 4. These
studies demonstrated that to obtain the resolution necessary to determine the structure of
wall regions of the turbulent boundary layer, it is necessary to obtain very thick interaction
regions. During the latter part of this program, we accomplished this by using a very large
(9-ft.) slender cone model, with a flare at the base, as reporied in Appendix 5. These
studies were conducted in the Calspan 48-inch and 96-inch shock tunnels at Mach numbers
of 11 and 13 and local Reynolds numbers up to 200 x 106, The analysis of the results
from the earlier studies together with further bench tests demonstrated that, while the new
system could be used to obtain good mean density measurements, the optical and electronic
systems were not fast enough to process frequencies approaching 1 MHz, which are

required to follow the turbulent fluctuations in these hypersonic flows. We have been
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performing studies to enable us to record and analyze turbulent density fluctuation
measurements for frequencies approaching 1 MHz. To capture sufficient light to provide
enough photons to fall on the detectors to respond in 2 microseconds, we have had to
redcsign the optical system. Here, in addition to the large aperture custom-designed lens
and mirror system, we have installed the detectors on vibration mountings inside the
model. These optics give us the ability to obtain a 0.010 inch resolution across a 1.5 inch
thick viscous layer. The 10-channel photodetector system will have a frequency response
of 1 MHz and its output will be recorded on a solid state recorder with a sampling rate of

5 MHz. This program is being continued under a current AFOSR grant.

2.3 EXPERIMENTAL STUDIES_OF_ TURBULENT WAKES BEHIND
SHARP SLENDER CONES

At the end of this program we completed the analysis of an experimental program,
conducted in the Calspan 96-inch Shock Tunnel, in which studies were made of the effect
of controlled mass addition from the conical surface of a slender cone on the structure and
development of the "low-altitude” turbulent wake. The studies were conducted at Mach 11
and 13 and at Reynolds numbers based on the wetted length of the cone from 15 x 10° to
30 x 10 Measurements of pitot and static pressure, total temperature, heat transfer, and
mass concentration were made for 10 < X/ ‘Cb A <80 for three rates of mass addition.
From these studies, we have determined a quantitative relationship between the rate of mass
addition and the wake velocity for conditions where the boundary layer over the cone is
fully turbulent. The profile measurements demonstrated that the viscous wake did not
increase significantiy in size with mass addition, and that "wake narrowing” may result

from fluid dynamic as well as electromagnetic phenomena.
2.4 FABRICATION OF HIGH PRESSURE _RESERVOIR

As a part of the overall experimental effort to obtain fully turbulent flows at the
highest Mach numbers and Reynolds numbers, additional experimental hardware and
associated instrumentation has been constructed and assembled to enhance the unit
Reynolds number and run times for current and future AFOSR experimental programs.
These modifications are centered around the construction of a new high pressure driver
reservoir This high pressure driver reservoir was designed and successfully tested and 1s

being now incorporated into the tunnel.
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STUDIES OF SURFACE ROUGHNESS AND BLOWING EFFECTS
ON HYPERSONIC TURBULENT BOUNDARY LAYERS OVER SLENDER CONES

M.S. Holden*

Abstract

Studies are presented of the effects of surface
roughness and blowing on the aerothermal characteristics
of turbulent hypersonic boundary layers over rough
transpiration-cooled slender cones. These detailed
surface measurements provide the basis for the direct
evajuation of the basic modeling of these phenomena in
advanced codes. Experimental studies were conducted
at Mach numbers of 11, 13 and 15 for turbulent flows
over rough blowing models in which the blowing
parameter B' was varied from .0l to 5. Three new and
unique transducers were deveioped and successfully used
to measure skin friction and Jocal and average heating
on the rough transpiration cooled surfaces. Two types
of "roughness and blowing” heat transfer gages were
deveioped, a calorimeter gage and a multi-element thin
film gage. The calorimeter gage was constructed with
a silver calorimeter element containing two roughness
elements and insulated injection passages moided into it.
A nickel thin film resistance thermometer is to sense
the temperature of the calorimeter eiement. This gage
was used successfuily to obtain average local heating
measurements to determine the effects of mass addition
on cone heating. The distribution of heating over ana
between the roughness elements was determunec for a
range of blowing rates and freestream conditions with
the muiti-eiement thun fiilm gage. The thin film eiements
were distributea over the roughness eiements anc on the
base between the roughness elements and the injection
passages. A new skin fricuon gage, in which there was
blowing through the f{floating sensing element, was used
successfully to measure the effects of blowing and
roughness on surface shear. Two roughness ejements
were moided into the surface of the transducer and
injection passages are incorporated into the gage. The
resuite of the measurements with these gages are
presented togetner with comparisons with earlier
measurements at lower Mach numbers and semi-empirical
prediction techniques.

I. Introduction

In the deveiopment of advanced prediction
techniques required to design and predict the aerothermal
loads, on sophisticated maneuverable airbreathing hyper-
sonic vehicles, there are a number of key flow/field and
flow/surface interaction phenomena that must be
modeiled which require the insight and measurement of
detailed experimental stucy. The modeiling of the tur-
bujent flow structure, of the flow over transpiration-
cooled and rough ablating surfaces, is an area where a
detailed understanding of the mixing process between the
injected fluid, the roughness elements, and the fluids at
the base of the turbulent boundary layer is required.
Large surface ablation resulting from heat transfer rates
generated on the windward ray of the ablative heat shield

close to the nosetip and on the control surfaces of
vehicles flying at high angles of attack will be of criticai
concern to the designer of missiles that maneuver during
re-entry. To devejop an accurate predictive capability
to describe the ablation rates of the nosetip, heat shield,
and control surfaces, it is necessary to understand and
model the separate and combined effects of surface
blowing and surface roughness. Our recent studies of
roughness shape and spacing effects on ablating and non-
ablating siender cones (Ref. 1) suggest not only that the
subsonic studies are inapplicable to the heating of heat
shields in hypersonic flow, but also that the basic
modeling of the roughness drag and mechanisms of
heating in the theoretical models is highly questionable.

The measurements made in earlier studies of
transpiration cooling conducted with transpiraton cooled
no.'.enps1 were designed principally to determine whether
blockage effects of mass injection are as jarge as
predicted by the current codes. The measurements on
the model with zero blowing, presented in Figure |,
clearly show that the intrinsic roughness of the surface
causes heating enhancement factors of over 1.7. In fact,
it can be seen by comparing Figures 1 and 2 that the
heat transfer measurements on the conically rough
hemisphere are in good agreement with those obtained
on the non-blowing transpiration-cooied nosetp.
However, when a small amount of blowing (m /0, &Cy
= 0.032) was introduced, the heating rates over a major
part of the transpiration-cooled model dropped to levels
close to those recorded on the smooth model, as shown
in Figures 2 and 3. It could be postulated on the basis
of these measurements that the initial effect of mass
addition from a rough ablating nosetip is to modify the
flow around the roughness eiements by eliminating the
cavity flows between them in such a way that the
momentum defect is small. If the effect of mass addiuon
is to remove surface roughness as an important charac-
teristic parameter, a series of questions are posed for
the correlation of flight measurements in terms of an
effective surface roughness and the computationai
procedures in which the ablation rate is determined from
heating levels enhanced by surface-roughness effects.

Mass addition at the base of the boundary laver
resuits in a reduction ih momentum in the wall layer,
which, like roughness, will make the boundary layer more
susceptible to separation. However, injecting mass into
the boundary layer will aiso severejy distort the
temperature and velocity distribution at the base of the
boundary layer, which has the potential to cause a
reduction in heat transfer and skin friction to the wall.
Because momentum reduction on rough walls at the base
of the boundary layer results principally from the form
drag of the roughness elements, the introduction of
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additional] mass at the rough wall could significantly
change the basic mechanisms that control momentum and
energy exchange. Our experience with transpiration-
coojed noseuips! as wel! as those of VoisinetZ on wind
tunne! walis suggests that calculating the combined
effects of mass addition and surface roughness (as is
done in most prediction techniques) by using the product
of the ‘'influence factors', based on measurements of the
separate effects of roughness and blowing, is invalid.

To develop and evaluate prediction schemes that
will accurately describe the effects of combined
roughness, blowing and entropy layer on the aerothermal
performance of slender rough ablating cones, we must
conduct experimenta: studies under hypersonic, high-
Reynolds-number, and highly cooled-wali conditions. The
models should be constructed with well-defined roughness
and blowing characteristics. The correlations of the
measurements from these studies can then be used to
directly evaluate the accuracy of aerothermal models
currently in use in "shape change" codes, while individual
sets of measurements shouid be compared with more
detailed calculations of combined roughness anc blowing
on sharp slenaer cones.

1II. Review of Relatec Studies

Studies of Surface Roughness Effects in Hypersonic Flows

Because most predictive techniques employ an
effective sand-grain roughness as the single length scale
characterizing roughness size, there conuinues to remain
a key probiem in reiating the topography of a given
surface to a sand-grain height. The experimental studies
of Nikuradase® and Schiichting’, both hydraulic pipe fiow
studies, were principally responsible for the selection of
sang-grain roughness as the standard against which 1o
measure relative effects of other types of roughness.
Although this standard has been {requently employed, the
topographical characteristics of a sand-grain surface have
yet to be defined. In fact, because of the experimenial
difficulties involved in the preparation and inspection of
rough surfaces inside a smali-diameter pipe, it 1Is
surprising that Nikuradase's resuits are as consistent as
reportec. For fully developed pipe flows, Nikuradase
established that the parameter controlling the similituce
of the flows is the roughness Reynoids number (Up KYw ).
This parameter (Re, ) was selected in many subsequent
studies to characterize boundary layer flows where other
non-dimensional groupings (such as Rg/ &, Rgl6 , e1C.)
might have been considerec mc . valid.

The Schlichting studies, conductec with roughness
of weli-defined geometric shapes, provided the first set
of measurements which coulc¢ be reproduced in both
exper;mental and theoretica. studies. The results from
these studies, together with those from a number of
subsequent :nvestigatuions in subsonic adiabatic flows,
were correlated by researchers to yieid rejationship
between an “effectuve sand-grain height" and parameters
which describe the geometric features of the surface.
This further perpetuated the use of sand-grain roughness
as a standard. The Dxrhng8 correlation, which is shown
in Figure &, is one such plot, from which an efiective
sand-grain roughness height can be determined from
knowledge of peak-to-valley roughness height together
with the shape and spacing of the roughness elements.
While there s lhttle direct supporting experimenial
evidence, the "lambda" form of the correlatung curve is
assumec to refject a sudden change in flow strucCture
from an "open” 1o a "closed" cavity fiow around (between)
the roughness elements as the spacing between the
roughness elements is varied. Do open and ciosed cavity

Yy

“flows really exist on rough surfaces constructed from

three-dimensional roughness elements? Is the structure
of the flow around the elements also dependent upon the
local Reynolds number, a parameter not taken into
account in any such correlations? I{ an effecuve
roughness height can be accurately determined from a
‘bump curve’, this dimension must be combined with key
{luid dynamic properues to yield a non-dimensional
parameter or groups of parameters with which 1o
character ze, the flow. The roughness Reynolds number
Beyx (= qg;_) originally used by Nikuradase, and the
non-dimensional roughness heights K/67, K|&m and
K/6, (where 6" , 6, , and 6, are the displacement,
momentum, and therma) energy thickness respectively),
have all been used to correlate the aerothermal effects
associated with boundary layers over rough re-entry
vehicies. To date, however, no single parameter or
combinations of parameters (e.g., Rex. g5 ) has been
used with any great success to describe the general
similitude of turbulent boundary layers in supersonic ancg
hypersonic fiows over rough, highly cooled walls.

The studies of Dirlin;;8 ettermann’ %rakw,
Simpson and more recently Lin'‘‘ and Fmson have
provided further insight into the basic effects of
roughness shape and spacing on the characteristics of
the rough wall boundary Jayer and skin friction and
heating to0 a rough surface. Dvorak combined the effects
of roughness shape and spacing into a single parameter
A (the roughness density), defined as shown in Figure 5.
He linked the gownward shift in the velocity profile

av|U to a combination of roughness Reynolds
number * Re (Vs K[V.) and A through the relationship

s (A 5 5y (52 )

In incompressible flows the smooth regime, where the
surface shear is enuirely due 10 viscous shear, is defined

by Key< 5. For Rey >30 , the surface shear
is composed of form drag on the roughness eiements
combined with viscous shear. When Key » 70 , the

surface shear results principaliy irom drag, and viscosity
is no longer a factor in controjiing the velocity profiie.
For fully rough flows, Equation | can be rewritten

. _‘L.Iqé.’g:)vﬂ- [ﬁ_g "'E"I“('gg:x)] (2)

Vt‘ K Ug
where
avU K U
o - i (S ") £(a) (»

which is a funcuion of the roughness density. Here 11
should be noted thaif(a)= A-Ug where Ug s the velocity
close to the top of the roughness elements and A (= 5)
is the smooth wall constant. Now the defimuon of
Nikuradse's sand-grain roughness is basically

v _ 1 In ¥ Y. 85
Vs kK ('(s )
Hence, combining equations 2 and 3 we obtain
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Bettermarn and Dvorak sugpest that the subsonic
measurements should be correlated by two relationships:




For
1< A < 4.68, f(A) =
And for

A D> &, 68, f(A): - 595(1103@-10 /1'1) (6)

17.35 (1.615(%0 A1) (D

The existence of two regions has been rationalized on
physical grounds, supported by experimental studies in
two-dimensiona! flows. There is serious debate about
whether a significant change in flow structure occurs as
three-dimensional roughness elements are drawn together.
Certainly the measurements with stone roughness do not
exhibit such a trend. This is particularly unfortunate,
since Nikuradse's data f{alls on the line constructed
principally from data obtained on roughness constructed
by two-dimensional machined grooves,

Finson's engineering mode! based on the early
concepts of Liepmann and Goddardl# and his (Finson's)
detailed numerical calculations provides a good basis for
interpreting the physical phenomena of key importance
in rough wali heating, as well as a relatively simple
prediction technuque. The shear on a rough wall can be
expressed as the sum of the viscous and form drag of
the rough surface:

. T put Cd (y) .
C‘F-cfbne'ja T..-TE - Cp-B(y) —D_"L dy (7

where B(y) is the blockage factor, andd (y) and D are
the diameter of the roughness eiemenrt and the spacing
between elements, respectively. From his detailed
numerical solutions, Finson showec that # and « were
relatively constant between the base and top of the
roughness element at values #gq, Kg close to the top of
the roughness. Equatuon (7) becomes

2
Prlg

Cpr = — . .g /Xy Ap
f Cfbue’peug- ¢p B\z)-r; (&)

where Ap/As is the ratio of projected area of the
roughness element in the direction of tne fiow to total
area of the flow on which they stand, anc B(5) s
the average vlaue of Blyg) .

For compressibie fiows Finson found that

Ug|Ue = 0.247 « -23'0-(09_(.5:;

where
fk T 144 2 'uz
pT‘[ (15 e - 1) (58)- (5 )m e-,;e%]

Therefore, assuming &5, is the smooth wall heating level,
it is possible to relate the rough wall skin friction to
the smooth wall value in the generalized form
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The relationship for heat transfer 1s assumed of the same
form

c
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1f we assume that the product of the blockage
tactor and are invariant with rough shape and space,
then for constant local free stream condition, we get
the Dvorak-Simpson Parameter:

c
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A slightly different form can be obtained by the subsonic
blunt body approximation

€o = €pger (Ap/Aws)

to obtain the
parameter,

s))

where the various areas are illustrated in Figure 36.

and using D/K rather than AgfAp
correlation in terms of the Dirling

cH f2ove H ( (
CH Smoprs K

In recent studies of the effects of roughness shape
and spacing on the heat transfer and skin friction to the
roughness, nosetips, frusta and flaps of a typical MRV
configuration, Holden used both the Dvorak/SAmpson
parameter A /A? and the Dirling parametery D (#£2)"} and
achieved reasonable success in correlat:ons. “fa these
studies, the effects of roughness shape and spacing on
the heat transfer and skin friction both for surfaces with
sand-grain roughness and those constructed with
geometrically well-defined hemispherical and conical
roughness elements were examined. Also, heat transfer,
skin-friction, and pressure-distribution measurements
were obtained on spherical and ablated noseshapes,
conical frusta, and control surfaces in hypersonic flow.
The resuits of this work have demonstrated that the low-
speed measurements of Nikuradse”’, Schlichting] , and
others, and the correlations of Dxrh’ng“‘/S:m;::son19
cannot be used directly to predict rough-wall heating and
skin friction in supersonic and hypersonic flows over non-
adiabatic surfaces. Even the more solidly founded
prediction scheme developed by Finson 0, which is based
upon his detailed numerical solutions, consistently
overpredicts the roughness-enhanced heating levels in
high-speed flows. While direct measurements of the skin
fricuon and heat transfer to geometrically well-defined
rough surfaces provide the opportunity to more closely
evaluate the accuracy of the current shape-change codes
and the more fundamental treatments like that of Finson
in high Mach number, high Reynolds number flows, there
remains a basic need to define more closely the
fundamentals of the fluid dynamics which contro}
momentum and energy exchange in high-speed flcws over
adiabatic and non-adiabatic rough surfaces.

Combined Blowing and Surface Roughness Effects in High-
Speec Flows

The models used in the current codes to describe
the effects of surface roughness in the presence of
surface blowing unfortunately have little foundation in
physical modeling and even less support from
experimental measurements. While there have been a
series of experimental studies from Nikuradase to Holden
to determine the effects of surface roughness, skin
fricuon, and heat transfer, little work has been done to
examine the separate and combined effects of surface
blowing and surface roughness on the heat transfer anc
skin friction to rough surfaces. In fact, only two studies
are available to substantuate theoretical modelings. One
study conducted in low speed flow (v = 50 ft/sec) by




Healzer et al,2! and a second by Voisinet2? in a wind
tunnel wall with Mach 3 airflow in the absence of heat
transfer, where the key parameters were orders of
magnitude different from those encountered in hypersonic
re-entry. In the Healzer studies, the surface was con-
structed with hemispherical roughness elements while
Voisinet employed a porous surface constructed from wire
mesh. In both cases, an effective sand-sra)n roughness
height was selected from Nikuradase3 or Durling2”
correlations of low speed roughness measurements. In
the Healzer studies, the skin friction measurements were
deduced indirectly from velocity profiles and momentum-
integral techniques. While this reduction technique can
be relatively accurate for the non-blowing case, when
applied to experiments with surface blowing, the accuracy
of the technique is poor. Apparently, this was the case
because Healzer did not present correlations of his skin
friction measurements. One very interesting feature of
the results of the Stanford¢’ study is the form of this
expression to correlate the effects of heating on rough
walls:

1.25 W
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This is very similar to the form of the correjation
developed at Stanford for smooth walls. Here it should
be noted that the non-blowing value of heating coefficient
was taken at the same enthaipy thickness as in the
blowing case, rather than at a common Reynolds number
based on scale length. These measurements were
compared with a prediction scheme based on a modified
Van Driest method for rough walis. However, because
they were tailored to this specific experiment, they have
not been used in shape change codes.

Voisinet's26 studies of the combined effects of
roughness and blowing were conducted at Mach 6 under
adiabatic wall conditions (g, = 0) on a wind tunne! wall.
Only surface skin friction measurements were made
during Voisinet's studies. This is unfortunate because
while modified Reynolds analogy relationships (however
poor) have been developed for rough walls, linking skin
friction to heat transfer in the presence of both roughness
and blowing is a very difficult theoretical task. However,
Voisinet's measurements have clearly demonstrated that
the combined effects of flowing and roughness on skin
friction cannot be described in a simple manner. First,
Voisinet found that on the tunne|l wall, where the
experiments were conducted, the effects of surface
roughness alone on skin friction could be correlated in
terms of the roughness Reynolds number, Rex. This is
a result consistent with__earlier measurements on
adiabatic walls by Goddard?’ and Reda?®. In contrast,
measurements on models placed in the flow involving
significant fevels of heating (T/Ty > 0.5) have in general
correlated better with parameters like ~ /§ |, K /O or
K /§ 1; which, as shown by the theoretical studies of
Dvorak and Finson, should have greater relevance to
roughness effects on re-entry vehicles. Voisinet's studies
demonstrated that the effects of surface roughness and
blowing on skin friction cannot be deduced from simple
expressions derived from the measurements made of each
of the separate effects. Correlations were presented to
enable skin friction to be deduced in the presence of
combined roughness and blowing. Extrapolating these
measurements to flows at higher Mach numbers over
highly cooled surfaces, as well as inferring changes in
heat transfer from the skin friction measurements, is
obviously highly speculative.

A correlation of the measurements on
transpiration-cooled "smooth" flat plates and cones at
lower Mach numbers are shown in Figure 6. Measure-
ments by Holden! on transpiration cooled nosetips and
are compared with the earlier measurements in Figure 7.
These measurements are compared with the results of
current studies in Section IV subheading three.

IIl. Experimental Program

Objective and Design of the Experimental Study

The objective of this experimental study of blowing
and roughness effects in high Reynolds number hypersonic
fiow was to obtain detailed surface heat transfer and
skin friction as well as flow field measurements, to
evaluate the models of the surface/flow field interactiun.
The development of advanced computer codes which, in
principal, can be used to describe the macroscopic
features at the base of the boundary layer, has basically
outmoded the use of surfaces with poorly defined
roughness characteristics such as "sand grain" roughness.
A review of surface roughness studies suggests that the
definition of sand grain roughness is related more to a
theoretical criteria based on a measured velocity profile
rather than the geometric characteristics of the surface.
In fact, Nicaradase”, who first introduced sand grained
roughness based bonding sand grains "end to end" 1o a
surface, noted that sand of the same size from a different
geographic location exhibited different roughness
characteristics.  From the viewpoint of generating
measurements with which to provide a definitive
evaluation of predictive techniques, it is important that
the roughness geometry is well defined. Schlicting was
the first researcher to obtain measurements on surfaces
whose geometric roughness could be reproduced in both
theoretical and experimental studies. From the results
of these and subsequent studies in subsonic, adiabatic
flows, an empirical relationship was devised between
roughness shape and spacing and an "effective sand-grain
roughness height." The correlation of the measurements
further perpetuated the use of "sand grain roughness" as
a standard.

The single parameter character;zation used in
many "shape-change" codes designed to predict change
in the noseshape of an ablating nosetip as it re-enters
the atmosphere is based principally on measurements in
Jow speed, low temperature flows at Mach numbers and
Reynolds numbers ditfering significantly from re-entry
conditions. In these studies, the surfaces were
characterized by parameters such as K/§ , k/¢ and Tw/To.
The roughness shape parameter (2 ), which has been
defined in various ways by different investigators, can
be generally expressed as the product of the spacing
ratio (D/K) and a parameter related to the shape of the
roughness element or its drag coefficient. The
relationship between K/Ks and the shape parameter X
(the lambda curve shown in Figure 5) exhibits large
changes in Ks for small changes in A. A key question
is whether the correlation is sensitive to fiow structure
between the roughness ejements resulting from changes
in the local Mach number and Reynoids number. In the
present study we elected to use a surface with a spherical
roughness characteristic of a sand grain surface with
some roughness height.

Experimental Facilities and Test Conditions

The experimenta] program was conducteg in
Calspan's 96-inch Shock Tunne] at freestream Mach
numbers from 1 to 16, for Reynolds numbers up to 103




x 16¢ and wali-to-freestream stagnation temperature
ratios of 0.1 and C.2. At Mach numbers up to 13,
boundary layer transition is complete on the completely
smooth models within six inches of the nosetip. For the
blowing model at Mach numbers up to 16, transition is
within six inches from the nosetip. These studies were
conducted at roughness Reynolds numbers (Rek) from 20
to 300 on the conical forebod; and 200 to 2000 on the
flap, thus covering transitiona! to fully rc\))lgh regime.
Non-dimensional blowing rates, B'} = -—-—C— , from
0 to 5 were used in the studies. e e Cr

Models The slender cone mode! which was used in the
experimental studies is shown in Figure 8. The model
has a transpiration cooled surface fed from eight high-
pressure reservoirs through eight Valcor fast acting
valves. Each section of the model is constructed with
six zones that run from the front to the rear of the
model. This enabled us to vary the blowing circum-
ferentially to simulate the effects of differential blowing
resulting from model incidence. To distribute the gas
from the reservoirs uniformly to the surface, each model
employs a matrix of distribution passages.

As in our earlier studies of the effects of patterned
roughness on the aerotherma! characterisucs of nonporous
slender cones, we used hemispherical roughness elements.
A molding technique that was developed at Calspan to
produce a number of different roughness patterns was
used to obtain the smooth and rough surfaces. The jow
velocity mass addition between each roughness element
occurec from passages molded in the skin between the
flow, which was controlled by sonic orifices at their
base. This latter technique was employed very suc-
cessfully in our earlier transpiration-cooled studies where
we were able to obtain precisely controlied biowing
conditions. The flow from each hole in the model was
controlled by eight sonic orifices in the mode! skin that
were fed from plenum chambers in the modei. The flow
from each orifice was releasec into a cylindrical passage
mojded in the rubber skin between each roughness
element. The area rat:o between the orifice and circular
passage allowed injectant flows from the surface at
velocities of approximately 100 ft/sec. While this type
of model construction is a painstaking task, the end
result, which is an experiment where surface roughness
and blowing are completely defined, is worth the eifort.
Because we used choked orifices over the entire mode],
mass flow from each model zone was precisely controlied
by plenum pressures. Mass flows over the model were
unaffected by the distribution of surface pressure on
transients associated with tunnel starting. Although
spherical roughness elements were used in the current
studies, this technique can be used to construct rough
surfaces that replicate any ablated surface.

Surface Instrumentation The thin film heat transfer
instrumentation developed to measure the surface
distribution of heat transfer to the roughness is shown
in Figures 9 and 10. The two instrumented hemispherica!
roughness elements can be rotated in the hoider to
provide measurements on the windward and leeside
surfaces of the element. Also, the gage can be rotated
in the holder to provide greater details of the heat
transfer at the base of the roughness elements. As in
the rest of the model, the blowing velocities were in
the range of 837 to 300 ft/sec, generating dynamic
pressures of less than 1% of the freestream values.

A blowing calorimeter gage developed specifically
for this program is shown in Figure 11. The calorimeter
element 1s minted from a high-purity silver billet and
drilled to accept the passages for the blowing holes. The

calorimeter ejement is mounted in a Macor hoider and

the passages for the coolant are installed with a highly
insulating adhesive.

One of the skin friction gages that was designed,
developed and constructed is shown in Figure 12. After
a number of different approaches were tried, a design
was developed with non-metric coolant passages passing
through the metric diaphragm with very little clearance.
Such tight clearances are allowed because the crystal
and rubber support and measuring system on which the
diaphragm is mounted is very stiff, so that deflection
under load is insignificant. The gage has a linear response
up to 0.7 psia and a nominal sensitivity of 20,000 mV/psi.

Pressure measurements were made using flush-
mounted Kulite transducers. Pressure gages have been
mounted fiush with the silicon skin to record the pressure
fluctuations, as well as the mean pressure.

Holographic Interferometry

Holographic interferometry was used to make
tlowfield measurements. Interferograms of complex
flowfields provide good qualitative basis for evaluating
some of the important phenomena that control the
characteristics of these flows. CUBRC's holographic
recording system, as shown in Figure [3, was used in
this study.38 Both single plate and dual plate techniques
are required to record holograms, which are subsequently
used in the playback step to obtain shadowgrams,
Schlieren photographs, and interferograms of the tests.

IV. Results and Discussion

The experimental studies were conducted at Mach
Numbers of 11 and i3 for a range of blowing rates (B'
from 0.6l to 5). Both sharp and blunt nosetip
configurations were employed in this study, however the
principal emphasis was on flows which were not
influenced by entropy swallowing effects. The molecular
weight of the injectant was varied by diluting the
principal injectant nitroger. with helium to provide a gas
with a molecular weight similar to that of a typical
ablator. A major objective of the current study was to
investigate the effects of blowing on boundary layer
separation. Measurements were made for a series of
tiap angles, which in the absence of blowing, the flow
was attached. We also studied the effects of blowing
and roughness on flows which were well-separated. A
matrix of the runs made in the current experimental
program is shown in Figure 14, and the test conditions
reported in Figure 15.

Performance of New Heat Transfer and Skin Friction
Instrumentation

A significant accomplishment in this study was
the development three new types of instrumentation to
obtain detailed measurements in the presence of
roughness and blowing. To provide information which is
of direct value to those attempting to mode} the macro-
scopic flow mechanics around the roughness elements,
we must provide measurements of the heat transfer
distribution around and at the base of the roughness
elements. These measurements would be of little use if
the gages themselves were not an integral part of the
blowing surface with the injected gas passing through
and flowing over the sensing element. Clearly, such
requirements significantly complicate the design and
construction of the gage. However, these very difficult
problems were overcome, and a series of very unique
measurements were obtained.




Design and Measurements with the New Skin Friction

Gages

The skin friction gage, shown schematically in
Figure 12, is an acceleration compensated single
component force balance in which transpiration cooling
passages are vented through the surface of the gage. A
floating diaphragm, which in this particular design
embodies two roughness elements, is supported fiush with
the surface on a piezoelectric sensing beam through a
single fixture. The diaphragm is stabilized around its
perimeter silicon posts. The silicon posts are molded
into a gasket that contains a rubber boot which is
cemented between the diaphragm and the body of the
gage to prevent the hot gases from reaching the crystal
beam. A second beam and diaphragm combination is
incorporated into the body of the gage to provide a signal
used for transducer acceleration compensation. The
electrical signals from the sensing and compensation
beam are added electrically in such a manner that when
the gage is "shaken" in the absence of an air load, the
net output is zero. The injection flow through the gage
is metered through a series of sonic orifices set in the
base of the gage. The geometric and mechanical design
features of the gages were refined in a series of bench
tests and tunnel studies., The developed gage has a
frequency response of 20 kHz and a sensitivity of 20,000
mV/psi. A typical output of this skin friction
instrumentation during a run with injection through the
gage is shown in Figure l6.

New "Roughness and Blowing" Heat Transfer Instrumen-
tation

During the course of these studies we developed
two new gages to measure heat transfer in the presence
of roughness and blowing. The first was a calorimeter
gage which measured the total heat transfer rate to a
segment of the surface. The second was a gage which
provided the detailed distribution of heat transier over
the roughness elements and on the base of the modei
between the roughness elements. In each case, the size
and geometry of the gage was selected so that it was
a representative segment of the roughness and blowing
surface. Thus, we selected a rectangular segment which
contained two roughness elements and two transpiration
cooling ports.

Calorimeter Instrumentation A photograph of the
calorimeter gage is shown in Figure 1l. The sensing
element is a silver calorimeter slug the temperature of
which is measured with a nickel resistance thermometer
attached to the rear surface. Two roughness elements
are molded into the surface of the calorimeter slug as
the element is minted from a pure silver billet. The
rear surface of the gage is highly polished, and then
coated with several different, thin, electrically insulating,
but thermally conducting layers upon which the nickel
film is deposited. While this gage is significantly more
difficult to construct than one employing a thermocoupie
sensor peened into the base of the silver slug, attaining
a sensitivity of almost an order of magnitude larger that
the thermocouple gage is well worth the added effort.
The calorimeter elements are cemented into a Macor
holder with an ultra-low conductivity, polyurethane
adesive which has a thermal diffusion depth of a fraction
of a thousand during the 7 miilisecond test time. This
same adhesive was used to cement the transpiration tubes
as they passed through the calorimeter element. Thus,
during the test time, there was negligible loss in heating
from this source or the evacuated rear surface of the
gage. The injectant which passed through the gage was

metered through a series of sonic orifices at the base
of the passageway. The design and operation of these
gages were refined in a number of bench tests and tunne}
studies. While dynamic calibrations have been performed
with a high powered laser heat source, we have found
that computing the sensitivity on the basis of measuring
the mass of the pure silver slug and the temperature
coefficient of the nickel resistence thermometer
consistantly gives the most accurate results. A typical
output from the calorimeter gages is shown ir. Figure 7.
The gage has a response time of less than a millisecond.
A sliding least-squares technique is used to fit the
temperature record, and this curve-fit is differentiated
to obtain the temperature rate of change required to
calculate the heat transfer rate. Fifteen of the
calorimeter gages were constructed and used successfully
in this program.

Thin Film Heat Transfer Instrumentation The miniature
thin film instrumentation employed in this study enabled,
for the first time, detailed distributions of heat transfer
to be obtained on the actual roughness elements and on
the cone surface adjacent to the injection ports and the
roughness elements. Again, the size of the gage was
selected to give a representative segment of the surface.
Each gage contained 11 individual heat transfer gages.
The positioning of the 7 thin films around the base of
the roughness elements and around the injection ports
was selected to provide distribution of heating in
sufficient detail to infer the key aerothermal phenomena
(see Figures 9 and 10). Likewise the five measurements
over the roughness elements, which could be oriented
relative to direction of the free stream, were selected
to obtain the heating loads as well as provide evidence
to define the micro-structure of the flow. Two injection
passages run through the body of the gage, and as in
the calorimeter and skin friction gages, the flow through
these passages are regulated by sonic orifices at the base
of these tubes. The temperature coefficients of the thin
film resistance elements are measured in an oil bath.
%e employ the thermal properties of the pyrex substrate.
The heat transfer rate, shown in Figure 18, 1s derived
from the surface temperature/ume history using the
Rae/Tauble algorithm (Rei. 38).

Interferometer Studies with Blowing and Roughness Mode|

During the blowing and roughness studies a
significant effort was devoted to flow visualization and
measurements with helographic interferometry. Both
infinite and semi-infinite fringe techniques were used,
the first principally for flow visualization, and the second
for guanutative flow field measurements. During the
course of these studies, measurements were made for a
range of compressiorn angles and blowing rates for a
rough surface configuration. Both nitrogen and
nitrogen/helium mixtures were used as injectant, but
clearly, only the interferograms made with the mittrogen
can be the subject of quantitative interpretation.

A typical example of an infinite fringe for a smali
blowing rate and a compression surface angle of 25
degrees is shown in Figure 19. In this photograph, the
shock layer and the boundary layer over the cone ahead
of the expansion corner are well-defined as is the
expansion of the boundary layer around this expansion
corner. Boundary layer separation takes place halfway
along the flat surfaces ahead of the compression ramp
resulting in a well-defined separated region approximately
three boundary layer thicknesses in length. The
recirculation region is well-defined with holographic
interferometry, and in this case there appears to be
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‘multiple bubbles. The separation shock, which is clearly

visible when it emerges from the boundary layer,
indicates by its changes in curvature that the separation
region is unsteady, a feature also observed on smooth
non-blowing surfaces. Shown for comparison in Figure 20
is the equivalent non-blowing configuration. Here there
is little or no separation and the corner shock is relatively
steady. Decreasing the flap angle, again with no biowing,
results in a completely attached fiow over the model as
shown in Figure 21. Increasing the blowing to a level
above that used for run 34, we see in Figure 22 that
the separation is further extended until the separation
for blowing rates of B' = 3 has moved forward to the
cone/flat junction as shown in Figure 23. Finally for
blowing rates boundary layer blow off occurs on the cone
and the flow over the enure model is separated as shown
in Figure 24. The finite fringe operating mode is the
one from which the most accurate measurements of the
distribution of density through the boundary layer and
shock layer can be obtained. To obtain a quantitative
determination of the density, the assumption must of
course be made that the flow is either two dimensional
or completely axisymmetric and the Jatter assumption is

potentially true only on the conical section of the model. .

In Figure 25 we show a finite fringe hologram for a flow
with very small blowing in which the cone boundary layer
shows no visible evidence of injection at its base. The
boundary layer appears to remain attached in the
compression corner. Tripling the blowing rate results in
a definitive change in the structure at the base of the
boundary layer on the cone and the formation of a
definitive separated region at the flat/compression
surface junction, as shown in Figure 26. For large biowing
rates, the structure of the shock layer is completel,
distorted by blowing with the density increasing from
the bow shock to the top of the shear layer before
dropping rapidly to a relatively constant density region
close to the wall, as shown in Figure 27. Here {low
separation has moved forward to almost the cone/fiat
junction and a large portion of the fiap is coverec with
a separated region. Increasing the blowing further begins
to move the bow shock away from the body and the
stucture of the compiete shock layer is controlied by
surface blowing as shown in Figures 28 and 29. Also
shown in Figures 30 and 3] are the holograms with a
helium/nitrogen mixture for the blowing gas at low anc
high injection rates respectively. While only qualitative
results can be deduced {rom these photographs, it is
clear that blowing with a gas of low molecular weight
has a significantly greater effect on the structure of the
flow over the cone and compression surface.

Effects of Transpiration Cooling on Surface Skin Friction
and Heating and Pressure

The efifects of mass addition on the skin friction
and heat transfer to the rough cone/flap configuration
were investigated at Mach numbers of 11, 13 and lé for
a range of blowing rates (B') from 0 to {0. A test
matrix of these studies is given in Figure 14 and a listing
of the run conditions are tabulated in Figure 15.

Figure 32 shows the distribution of heat transfer
rate to the surface of the rough cone/flap model for a
range of blowing rates at Mach 11. The distribution of
heating rate on the cone surface and over the roughness
elements are shown for each gage station along the
model, Here we observe that in the absence of blowing,
the peak heating on the roughness ejements is typically
10 times the levels at the base of the roughness elements.
At the higher blowing the peak-to-base heating ratios
have dropped to values close to 3.

Measurements similar to those described above are
shown for the Mach 13 condition in Figure 33 a-f, and
those for the Mach 15 condition are shown ijn
Figure 34 a-c. We again see that the peak/base heating
levels are between 3 and 10 depending upon the blowing
rates.

The distribution of heating rate over the roughness
elements for a range of low blowing rates plotted as a
fraction of maximum heating rate is shown in Figure 35.
Here we see that for the lower blowing rates the shape
of the distribution becomes more rounded with increasing
blowing. At the larger blowing rates shown in Figure 35,
the peak heating is now only three times the base value
compared with factors of up to ten times for the weakly
blowing case.

The variation of peak heat transfer measured on
the roughness elements along the cone for a range of
blowing rates for the Mach 11 and I3 conditions are
shown in Figures 36a and 36b. Similar distributions are
shown for heating levels on the floor between the
roughness elements and injectors in Figure 37a and 37b.
Measurements from the calorimeter gages plotted in this
format are shown in Figure 38a and 38b. Clearly the
peak heating levels show a larger variation with lambda
than those at the base of the roughness eiements.

The measurements of heating 1o the model,
normalized by the value for negligiable blowing rate, are
plotted versus blowing parameter in Figures 39a, 39b,
40a, 40b, 4la and 4lb. We observe a rapid decrease in
the heat transfer rates with blowing rates for low values
of the blowing parameter, and for blowing parameters
above 3 there is little decrease in heat transfer with
increased blowing.

One of the unique features of this study is that
both skin friction and heat transier measurements were
obtained simultaneously for each of the blowing rates
and free stream conditions. Thus, we can provide an
analogous set of skin friction plots to those presented
above for heat transfer. The variations in skin friction
along the cone for a range of biowing rates are shown
in Figures 42a and 42b for Mach 11, 13, respectively.
These measurements are non-dimensionalized by the zero
blowing value and re-plotted to show the variation of
skin friction with blowing rate parameters in Figure 43,
Again, following a rapid decrease in skin friction with a
mass addition rate above B' of 1, there is littie decrease
in skin friction with increased blowing. We speculate
that for blowing rates of B' over 2.0, the boundary layer
begins to lift from the surface. This contention is
supported by the pressure measurements shown in
Figure 44 which suggest boundary "lift off" begins at
values of blowing close to I.

Comparisons with Earlier Measurements and Correlation

The experimental study of Voisinet? is the only
published study which has provided information in
supersonic flow on the effects of combined roughness
and blowing on the skin friction to a rough porous surface,
Since these studies were conducted for adiabatic wall
conditions only skin friction measurements were made In
this work., Almost all the theoretical approaches have
investigated blowing effects on smooth surfaces, the work
of Christoph32 and Laganelli, et al33 being the excep-
tions. The blowing parameter B; has been employed
by the major segment of the community to correlate the
skin friction data, where




. m
8 = —2
’ Pede Cry

where the equivalent parameter for heat transfer is

B ___m_
h = pewe Cpy

In the cases where the molecular weight of the
injected gas differs from that of the f{reestream,

” : kel

parameters(nw‘,,"/nw;_.) andLCf.-q;/c,;;,) are used
to modify the skin friction and heat transfer parameters
Bz and B, respectively. For turbulent flows 7 = 2/3
andm = | have been selected. For flows over non-porous
surfaces the relatonship

Ce B:;

Cro  (eBF-1)

has been shown
measurements in
studies>s which have
compressibility suggest that

to be in good agreement with
incompressible flows 5, Further
includecd the effects of

4 -~ CH 7 /A
Ho - 8 /

Cho 3 7h
is a better representation of the measurements.

In our studies there was a significant surface
roughness effect at all the blowing conditions at Mach
number significantly larger than the earlier work,
therefore we cannot expect the earlier approaches to be
totally valid. A comparison between our skin friction
measurements and those of Voisinet are shown .n
Figure 42 together with the contemporary correlations
for compressible flows. Here we see that our
measurements fall above those of VoisinetZ and more in
line with the correlations of Walker37 and Langanelli33.
The heat transfer measurements plotted in an analogous
format are shown in F.gure &3.

Clear}y we will have to await our studies on
smooth bodies with and in the absence of blowing before
we can make definitive statements on the effects of
Mach numbers in these flows.

V. Conclusion

In the studies of blowing and roughness effects on
the characteristics of turbulent hypersonic boundary
layers a unique set of measurements were obtained which
provide the basis for the direct evaluation of the basic
modeling of these phenomena effects of roughness and
blowing on the aerothermal characteristics of flows over
cones fricuon and local and average heating on rough
transpiration-cooled surfaces. Experimental studies
conducted at Mach numbers of 11, 13 and 16 for turbulent
correlations are presented to show the effects of blowing
on the distribution of skin friction and heat transfer over
the cone/flap model and on the distribution of heating
over the individual roughness elements.
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M, =1
Re/FT = 11 x 106

. - sYm| K
O 10 mil
O | 20 mil
MEASUREMENTS ON
THE SCANT NOSETIP CROWELL

WITH SMALL BLOWING
; Cy =0.032) EXPERIMENTAL
(™ /Pea VeaCHg MEASUREMENTS

ON SMOOTH WALL

CH x 103

KEMP, ROSE AND DETRA

2 -
1 p—
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0 | 1 | | | | |
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DISTANCE FROM STAGNATION POINT — INCHES

Figure 3 HEAT TRANSFER MEASUREMENTS INDICATING THAT SMALL BLOWING
ON ROUGH NOSETIP INITIALLY ACTS TO BRING DOWN HEATING LEVELS TO
SMOOTH-WALL VALUES
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Runk Mach# Reynoldst Blowing Injectant Flap Angle A.0.A. Nose Type
{10 6/Ft) Rate (Deg) (Deg)
2 13 5.0 0 Nitrogen 15 0 Sharp
3 13 5.0 0 Nitrogen 15 0 Sharp
4 13 5.0 .837 Nitrogen 15 0 Sharp
5 13 5.0 .875 Nitrogen 15 0 Sharp
6 13 5.0 1.650 Nitrogen 15 0 Sharp
7 13 5.0 4.043 Nitrogen 15 0 Sharp
9 13 5.0 .479 Nitrogen 25 0 Sharp
10 13 5.0 1.715 Nitrogen 25 0 Sharp
11 13 5.0 4.218 Nitrogen 25 0 Sharp
12 13 5.0 .862 Nitrogen 25 0 Sharp
13 13 5.0 .677 Nitrogen 25 0 Sharp
14 13 5.0 .106 Nitrogen 25 0 Sharp
15 13 5.0 2.765 Nitrogen 25 0 Sharp
16 13 5.0 .678 N2/He 25 0 Sharp
17 13 5.0 .255 N2/He 25 0 Sharp
18 13 5.0 1.586 N2/He 25 0 Sharp
20 13 5.0 .731 Nitrogen 30 0 Sharp
21 13 5.0 . 341 Nitrogen 30 0 Sharp
22 13 5.0 5.382 Nitrogen 30 0 Sharp
23 13 5.0 2.015 Nitrogen 30 0 Blunt
24 13 5.0 .721 Nitrogen 30 0 Blunt
25 13 5.0 .352 Nitrogen 35 0 Sharp
26 13 5.0 .711 Nitrogen 35 0 Sharp
27 13 5.0 2.125 Nitrogen 35 0 Sharp
28 13 5.0 .561 N2/He 35 0 Sharp
2 11 4.0 .526 Nitrogen 25 0 Sharp
30 11 4.0 1.126 Nitrogen 25 0 Sharp
31 11 4.0 0 Nitrogen 25 0 Sharp
32 11 10.0 1.686 Nitrogen 25 0 Sharp
33 11 10.0 .678 Nitrogen 25 0 Sharp
34 11 10.0 .222 Nitrogen 25 0 Sharp
35 11 10.0 3.931 Nitrogen 25 0 Sharp
36 11 10.0 .374 N2/He 25 0 Sharp
37 11 10.0 .870 N2/He 25 0 Sharp
38 11 10.0 .202 N2/He 25 0 Sharp
39 11 10.0 1.329 N2/He 25 0 Sharp
40 15 1.5 .398 Nitrogen 25 0 Sharp
41 15 1.5 .560 Nitrogen 25 0 Sharp
42 15 1.5 1.329 Nitrogen 25 0 Sharp
43 13 7.0 .637 Nitrogen 25 3 Sharp
44 13 7.0 .305 Nitrogen 25 3 Sharp
45 13 7.0 2.102 Nitrogen 25 3 Sharp
46 13 6.0 .681 Nitrogen 25 3 Blunt
47 13 6.0 .652 Nitrogen 25 6 Blunt
48 13 6.0 .305 Nitrogen 25 6 Sharp
19 13 6.0 .679 Nitrogen 25 6 Sharp
50 13 6.0 2.216 Nitrogen 25 6 Sharp

Figure 14 TEST MATRIX FOR THE BLOWING AND ROUGHNESS STUDIES
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Run

ONO>U SN

40

50

Po/10"
PSIA

1.7860
1.855%
1.7671
1.8268
1.8100
1.7010
1.781%S
1.8302
1.8720
1.8387
1.8366
1.8235
1.76973
1.8415
1.8528
1.7932
1.798°
1.7878
1.8753
1.8040
1.6817
1.85C

1.7658
1.79%9~
. 72942
.7487%5
. 75520
1.7362
1.758¢%
1.7427
1.72&7
1.7380
1.7475
1.6972
1.7122
1.799¢<
1.8348
1.8133
2.0122

2.032C
2.0692
1.9748
2.0848
2.0440
2.0260
2.03832

4 Ho/i10"7

(FT/SEC) "2

2.1181
2.0879
2.074%
2.1142
2.0850
2.0126
2.1206
2.2023
2.1121
2.1364
2.10327
2.1237
2.0641
2.1077
2.119%
2.1111
2.12232
2.0882
2.1328¢&
2.0894
2.0606
2.1216
2.078%
2. 04640
1.73205
1.774%
1.752
1.6998
1.7248
1.7265
57
1.7200
1.7241
1.7223
1.685%
4.00764
2.9248
2.9680
1.7570
1.792
1.832 9‘
1-8L1u
1.8666
1.8476
1.8653
1.8941

To
°R

3063.0
3027.2
3011.5
3051.5
3025.8
2939.2
3073.32
3174.1
3059.7
3091.3
3048.2
307S.0
2997.2
3048, 2
3069.32
3059.9
3088.5
3030.6
3092.2
203Z2.7
29%96.72
I072.2
3027.0
3S002.2
2598.Z2
2655.0
Ab&d.q
2575.8
2609 .1
261Z2. 72
2624.8
2602.73
2621.6
2607.9
2557.2
5484.8
4028.1
4080.7
26486.7
26 _'. ‘
2754. 4
2733.0

2788.7
2766.1
278%9.9
2827.2

MO

12.968
13.026
13.003
13.019
13.028
13.052
13.031
13.014
13.029
13.034
12.025
13.028
12.997
13.027
12.037
13.025
13.028
13.026
13,022
13.047
12.994
13.048
13.062
12.088
11.006
10,998
11.012
11.347
11.354
11.35¢
11.357
11.7247
11.351
11.348
11.347
15.867
15.414
15.396
13.319
13.326
13.3238
13.329
13.3226
13.341
12,342
13.347

Ue
FT/SEC

6417.32
&372.1
S1.4
6412.0
b367.8
6256.5
6421.9
6544.2
6409.0
6445.9
6396. 1
6426.6
6335.2
%96.1
6420.3
6407.5
6441, 0
6372.6
6449.0
6T74.8
6329.9
b6423.7
6358.Z
6335.9
S768.8
©841.5
S5804. 1
572Z2.5
o765.6
S768. 4
S5787.7
5757.4
S781.0
5761.3
5699.2
8869.7
7572.9
7628.5
S849.1
5908. 0
S5984.8
5955. 6
60258.8
5998.73
6027.0
6073.2

To
i

101.820
29.500
99.205

100.870
9%.33%9
95.549

100,990

105. 150

100,620

101.710

100, 280

101.180
98.793

100,250

100,840

100,630

101.630
99.9531

101.830
??.273
98,672

100,790
98.u‘
97.905

114.250

117.320

115.520

105,800

107.230

107,290

107.930

107.130

107.870

107.180

104,980

129.930

100,370

102.0%90
80.192

1.732

3.714
8X.012
85.111
B84.058
84.854
86.142

Figure 15 EXPERIMENTAL TEST CONDITIONS
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. 076571
. 071542
. 074230
« 075595
. 077089
« 076666
- 077665
. 076408
076130
. 077837
077633
. 075254
. 074909
- 0735458
. 078565
« 0755321
0716873
077172
07312
. 075321
L 092331
. Q24527
LO9STT7O
. 207250
. 208200

. 205750

. 202780
206210
« 205710
. 1991460
. 204200
L012272
019757
019439
. 082197
. UB82990
083076
. 079161
«» 0836475
.081471
. 0B0OO8B4
. 079889

Rhoo
SLUGS/FT3

6.3447 (-5)
6579 (-
6.3905(-5)
6.4199(-5)
&6.4686(-5)
6.2835(-5)
b6.1681 (-5
6.0334(-35)
6.4291(-5)
b6.3259(-5)
6.4996(-5)
6.3372(-5)
6.484669 (-3)
6.5160(-5)
6.4605(-5)

6.2760(-

6.1852(-5)
6.3623(-5)
6.4745 (-5
6.3850 (-

b6.0966 (-5)
6.8254 (-5)
&.228Z(-5)
6.48562(-5)
&.7820(-5)
&£.7618(-5)
£.9572(-5)
1.6479(-4}
1.62%94(-4)
1.6062(-48)
1.5767(-4)
1.46154(-4)
1.6004 (-3)
1.5592(-4)
1.6380(-4)
7.9261 (=6
1.6519 (-

1.597% (-5
8.7065(-5)
8.5211(-5)
8.32B0 (-~

B8.0027 (~

8.2473 (- g)
B.1337(-5:
7.920;(-’)
7.782G (-5»

1
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RUN NO. 34

Figure 20 INTERFEROMETER PHOTOGRAPH B’ = 0.0

Figure 22 INTERFEROMETER PHOTOGRAPH B’ = 0.678
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Figure 23

Figure 24

Figure 25

Figure 26

INTERFEROMETER PHOTOGRAPH B’ = 1.686

INTERFEROMETER PHOTOGRAPH B’ = 3.931

N
%

1

INTERFEROMETER PHOTOGRAPH B’ = 0.106

INTERFEROMETER PHOTOGRAPH B’ = 0.526




RUN NO. 10

Figure 29 INTERFEROMLTER PHOTOGRAPH B" - 2.765
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RUN NO. 18
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Figure 31 INTERFEROMETER PHOTOGF APH B' = 1.586

e 4

L.



(£ _0LXO0'L=14/34 ‘LL=W LEZ'0=.8 ‘VE # NNH)
33v1HNS 130N ONOTV ONILVIH 40 NOILNAIHL1SIQ eZg asnbi4

(sayouy) 3jutop 9ouL2I33jay ISON wWoaj aduelsig aeauy]

St ot St (1) ST 01 S
L 1 _ _ | | o

0T

29

X
RED\NNO WENVRU

X —00T

—O01T

—0C1

T I O EE W N B R S B R B B B B D mE B e
.,



(£_0LX0'L=L4/94 ‘L1=IN ‘'S0£°0=.8 ‘€€ # NNY)
3IV4HNS TIAOW ONOTV ONILVYIH 40 NOILNGIHLSIA qZg a4nbi.j

(S§92YDUT) IUTOL 20UDISJ3Y O9SON WOIJ IDURFSTE IeIUFT

o€ %4 (1}4 ST 01
| | | i |

XX

3 5 XK
X

X
X X

—07T

jON

—0¢t

—00T

01T

—0C1

REHDODN\NNO BN\

30




(£.0LX0'L=14/3Y "LL=W LS. L=.9 'CE # NNY)
30V4HNS 13A0W ONOTV ONILYIH 40 NOILNGIHLSIQ 9Z€ ainbiy

(sayouy) JuToL BOULIBJIY DSON WOIJ IdUPISTA IeIUTT]

St ot 6¢C 0¢ ST 0T S
_ | _ | 1 I o

%
X

31

X —0¢S
—09

—0L

REODONNO LWBENVRD

—~06

—00T1

—011

—0C1

B aE SN R SN N El U5 B BN BN OGS On G O e e o o




(£L_0LXO0'L=14/34 ‘L1 =W ‘€80'¥=.8 'GE # NNY)
39V4HNS TIGOW ONOTV ONILVIH 30 NOILNBIHLSIA PZE 2nbigy

(saydujf) 3uFOoL 2DUDIBJIY OSON WOIJ Idue3ISTQ Ieauy]

St ot Y4 0¢ ST 0ol S
_ _ | I _ 0

1
VA S X% "
mmmmmm %wmmN mwwmw K —0T
» % X -

—0¢

32

R ENOMRO

—0L

—08

QE=DON\NNO

—06

—001

~0T11

—021




(9_01X0'G=14/3Y ‘€L =W ‘0000=.8 ‘€ # NNY)
30v44NS T3IA0ON ONOTV ONILVIH 40 NOILNEIY1SIA egg ainbiy

(Sayouy) 3IUTOL IJDUSIIJIBY SSON WOIJ 3dUue}ISTA IeEIDUFT]

St ot g4 0¢ ST 01 S
_ | 1 | L 1 0

X

x

va X X X
NA

X

33

X
X
X
X
1
(=
~
DEDNNO (LENNROU

X —00T1

—O0T11

—0C1

N e S NN 0N B I IR R B R B D T D o B BE e
messe——- - - - |




(9_.0LX0'S=13/24 ‘EL=W '99€'0=.9 ‘6 # NNY)
30V4HNS 13A0W ONOTV DONILV3IH 40 NOILNBIYLSIa qEE 3:nbiy

(S9youy) JUFOL SOUDIDJIY 9SSON WOIJ 8duUeRISTQ IESBUTT

St ot S¢ 0¢ ST 01 S
_ I | I _ _ 0

34

X

]

(=

r~
MEDNNO W E\NKOU

—001

—01T1

—0C1




(9_.0LX0'G=14/34 ‘EL=W ‘6€9'0=.9 ‘v # NNH)
30V4HNS 13A0W ONOTV ONILVIH 40 NOILNBIYLSIQ 9g€ ainbiy

(sayoug) ujorL 90UIIIJBY SSON WOIJ IduUe3ISTqQ Ieauy]

SE o€ 52 0z ST 01 <
L | | _ 1 ! 0
XX PN Lot
wi X m% x R x X
X X prad 02
X
VmAX MXOX X -0 ¢
X X X
X X < X -0 b
X X X X 2

XX

|
o
™~
DMED\NVNO LENNBU

001

—O0T1

—0Z1




(9.0LX0'S=Ld4/24 ‘EL=N '65Z'L=.8 ‘9 # NNYH)
30V4HNS 13A0W DNOTV ONILVIH 40 NOILNAIYLSIA PEE a:nbiy

(S9YouJ) JIUTOL BDOUIIDJIY ISON WOIJ IDURISTJ IeIUFT]

St ot s¢ 0¢ ST o1 S
L I I l 1 l 0

RS oK 3 R N o
R X x X %

XX X X Xoq —02C

X
Ky %M o€

X
X X ~ -0 ¢

X

36

T
o
™~

MEDNNO -ABEN\NVRO

—00T

—011

—0Z1




(9_0LX0'G=14/34 ‘EL=W LLL'C=8'GL # NNY)
39V44HNS 13A0OW DNOTV ONILVIH 40 NOILNBIYLSIO 3EE ainbi4

(sayouf) 3IUFOL SDUIIIIIY BSON wWolj aouelsy g Ieauy]
St 0o¢ SZ 0z ST o1 S
%& R
X & K
2 X X X w%x —0T

X
XX 5 X
X XVA vv\AvM X —02
X

37

—09

—0L

QEDODNVNO P RWBENNRKO

001

—O011

Lozt




St

(9_.0LX0'S=14/24 ‘EL=W '980°'€=.8 "L # NNH)
30v44NS 13A0OW ONOTV ONILVIH 40 NOILNGIHLSIAQ JEE a4nbiy

(S9YOUF) JUTOL BOUIISIIY 9SON WOIJ dDOULISTE IeJUF]

ot x4 0¢ ST ot
1 | | |

KRR X .
s S P o

XX XL X

—001

—~O0T1T

—0ZT1

38

BEHODODNNO chBENNKD




(9.0LXS'L=14/34 ‘GL=W ‘86€'0=.8 ‘'O # NNH)
32v44NS 13A0W DNOTV ONILVIH 40 NOILNBIYLSIQ epg ainbig

(S@youF) FUFOL D20UdIDJ3Y SSON wWOIJ 2DURISTA Ieauy]

St ot s oc¢ ST 01 S
_ ! _ | _ | 0
X

. b &

X X X

XX X —0 ¥

39

OMEFEDNUVLO BN O

—001

—011

—0ZC1




(9.0LXS L=14/3H ‘GL=W '095°0=.8 'Ly # NNY)
30V4HNS T3AOW ONOTV ONILVIH 40 NOILNGIYLSIQ qpg 8inbiy

(S9Youf) 3JUJOL 9OU3IBJSY 9SON WOIJ IDuUeRISTQ Ieauy]

St o€ S ce S1 01
L 1 1 | 1 |

A

AKX xR : ,
XX X Y e

—00T1

—0T11

—~—0C1

MEHDNWNO rwbBENVRO

40




(9.CLXS'L=14/3H 'SL=W '62€’L=.8 ‘P # NNYH)
3OV4HNS TIAOW ONOTV ONILVIH 40 NOILNGIHLSIQ dpE 3:nbi4

(S9youj) IUTOL DO0UBIIJIY OSON WOIJ @DURISTE IeIJUTT]

St ot SZ 0c¢ ST 01
L ] 1 1 | ] 0
X%X % NZRY VA
vaX XX X X X&A X L 01
X VVA% X X X
X VVAwA D < 0¢
X X
XX —0¢€
X —O0 ¥

|

o

r~
DMED\NNO - LENVRO

—00T1

—O0T11

—0Z21

S an N EE G B R R S ) R 2 B &R D o E B .

41

— ]




ISON dUVHS 'ANVLIIrNIZN ‘9 O0LXS = 14/3H ‘EL=W
31VH ONIMO18 ONIAHVA HO4 SNOILNGIYLSIA 31VH LVIH AQIZITVWHON  eSE ainbiy

sebney ¢ Yoo1d aippes

9T 1 A Zt 01 8 9 14 Z 0
l 1 | 1 | 1 | L | 1 ] ] ] 1 | 1 o0
, =
N Y
e N =" <
\\.\ ..“(MUM/, \\s
/ ¢
o
sad 2
y X
N e ~
) -9 w d
0
/
0
.Ilm °
—0 "1
—Z 1

EVS 0 O LIS 0 x 99€°0 () 692°0 O LLO'O [] ©I32 X :sajey bumolg

A . d




3SON dHVHS 'LNVLI3ArNI ZN ‘9 O0LXS = 14/3d ‘EL=W
31VH ONIMO18 ONIAHVYA HO4 SNOILNAIYLSIA 3LvYH LV3IH QIZITVINHON 4sg 2:nbid4

sabneg ¢ Yoo1d aT1pPPES

91 vI Z1 0T 8 9 v l 0]
L L | L ] L _ 1 | ] | i | L | 1 0"

—7 °

43

cON O E T X

—0" 1

980°t 1 TIT'C O 2Z9°T O 6ST T[] 6£9°0 X  :saey bumog




(LL = # HOVIN) S31VH ONIMO8
SNOIYVA HOd4 T3A0OW ONOTV SLNIWI13 SSINHONOY NO 3LVH ONILVIH XV3d egg 3inbig

(S9Yyouf) JUTOL POU3I3JIY SSON WOIJ 3DURISTQ ILJUTT]

SE o€ Sz 0z G1 o1 S
L | 1 1 | | 0
0T
O @)
O o
O
—02
o o o
o © oe 7
O o)
0 X
0 0
- )
%
06
X
X .
X 09
(b- )sx01IX

68010 (9% ¢ 881 0O 290" X :saley buimoyg




(EL = # HOVI) S31vH ONIMOT8
SNOIBVA HO4 T3A0W ONOTV SLNIW3T13 SSINHONOH NO 31VH ONILVIH 3V3d 99¢ aJnbi 4

(S9YDduF) 3JUFOL DDUIIIJDY OSON WOIJ @DOURISTA IEDUTT

SE o€ Gz 0z ST o1 S
| | 1 ! 1 | o
'»! 01
' g
»!
O » “ a -0¢
$:3 31
—0 €
O O 3 —0 ¥
O o O
—0G
103
- —09
0O o (]
—0 L
!
U —08
L]
O |
> 06
X X X 001
X
—01T
(¥- )es01X
¥Z60 O ZEY90 X LLE0 O 16100  0LL0 O 019z X :seley buimolg

45




(L1 = # HOVIN) S31vd ONIMOTE
SNOIYVA HO4 13A0W ONOTV SLNIWI T3 ISVE NO J1VH ONILVIH e/g dnbig4

(sayouf) 3JIUTOL 20UDI3JIY O9SON WOIJ 3aduels|g Ieauy]

St ot x4 0¢ ST ot S
L | ] | | 1 0

—Z

X

(b- Jes0IX

LL9Y O 900C © (080 O v9Z'0X :saiey buimolg

A 4




(EL = # HOVW) S31LVH ONIMOTG

SNOIYVA HO4 13AON ONOTV SLNIW3 13 ISvE NO 3LVH ONILVIH 4qLE asnBy

(sayouy) 3FIUFOL @OUDIBJIY SSON WOIJ adue3lsTd Jeauy]

SE ot G¢ 0l ST 0T S
_ | L 1 | 1 o
%4 o .
O o O
O o u
O &
0 0
&
AV ] .llm.m
X ] O
X 0l
% —Q0Z
X 0]
_X
X —GZ
(V- )ss01IX

¥sSy @ SLi'e B 091 O 60 © opG o0 O osaz X :saiey bumoig

47

T e G EE R B R S A B B D B B - e o = .

e |



(LL = # HOVW) S31VvH ONIMO18
4 SNOIYVA HO4 T13A0OW ONOTV 34VH ONILVIH H313IWIHOTVD egg a4nbiy

(sayouy) JuFOoL 3DUIIIIIY ISON WOIJ IDUR]}ST@ JIeIJUF]

St ot sZ 0c ST ot S

l | i ] | | 0
O O |
@)
@)
O O
O
O 00
o 01 o
mm o)
= O
X 0
(] U
X —G T
x X
—0cZ
(b- des01X

le6'e O 989l © 8/90 O 2ZZ0X :saey bumoig

A o Jd




(EL = # HOVIN) S31VvH ONIMO8
SNOIYVA HOd4 T3A0OW ONOTV 31VY ONILVIH HILIWIHOTVD 4sg a.nbiy

(S3aYyouJ) 3JUFOL 2DOUIIIJIY SSON WOIJ ddueISTA ILIJUTT]

St 0t GZ 0c¢ ST 0T S
| 1 ] | L L o
3 2 —S
& @
O G O
% ® —0T
O o O
0 0 ol H %
o
O 5
X A4
0 L_o¢
t O
X o
X o
0 ¢
X
—0¢t

(v- Jes01X
tvo'y © G9/.°C » 0991t O Leg © 6Ly O 0137 X :sayey buimoig




e ——

(OHJ/HD = HO Q3ZITVINHON) LL = # HOVIN
31VH ONIMOTE HLIM ONILVIH NV3Id Q3ZITYWYHON 30 NOILVIHVA egg ainbiy

@3ey butmoTg

0°¢ LI 4 o' v St 0°¢ ¢ Z 0°¢ ¢ 1 0°1 S* 0-
L | i | 1 1 | | | | 0"
,,,-,-,,,,, .
1-,8 -
( .umVMOIO\ —Z
X ' "o
. | .

/
!
/

50

SINIANIHNSVIN 1TYM
HLOOWS 40 NOLLVI34H0O

ZO0HE@RHANOT O




(OHO/HD = HD A3ZITYWHON) €L = # HOVIW
34VYd ONIMO18 HLIM ONILV3IH XV3d A3ZITVWHON 30 NOILVIHVA 46g asnbiy
ajey butmoig

0°6 S ¥ 0" ¥ S ¢ 0°€ sz 0°¢ S 1 0°T G* 0
L _ | 1 | _ | ! ! L 0
lllllllllll:lllllll l.ﬂo
X Il/l/l:l/
o oy
X
A—n_mov
- e = H
\/\;:\/\/;/;/ ‘g o)
,/\ \ \//\/\// o W -
L/ e :
,&xx\\\ M
- ul
P
O
SINIW3HNSVIW TIVM N

HLOOWS 40 NOILV13HHQ0




(OHJ/HI = HO A3ZITVINHON) LL = # HOVIW
31VH ONIMOTE HLIM ONILVIH 3SVE Q3ZITVIWHON 30 NOILVIHVA eQp a.nbiy

aj3ey burtmoTtd

—
=

52

SLINIW3HNSYIW 1TvYMm
HLOOWS 30 NOILY135d0D

ZCHERAANOT @)




(OHJ/HD = HO Q3ZITVWHON) £L = # HOVW
31vHd ONIMO1E HLIM ONILVIH 3SV8 Q3ZITVIWHON 40 NOILVIHVA qop 2:nbiy

a3ey butmolg

SLINIWIHNSVIWN TTYM
HLOOWS 40 NOILV136H0D

53

ZONME®m~H-~ANOQOT OUZX

—0

Gl R T I D G I R I B B B T 0 e
B |




e~ e —
M N O SE AN BN M B B MY U BN D D EE BE O B Bl

(OHJ/HD = HO A3 ZITVINYEON) LL = # HOYW
31VH ONIMONE HLIM ONILVIH HI1FWIHOTVYI QIZITYIWHON 40 NOILVIHVYA el ainbi4

o3ey butmoig

0°S S° ¥ (VI S°¢t 0°¢ S c 0°¢ ST 0°'1 [ 4]
L _ 1 _ L | L | 1 | o
|;llllllll/:1: .II.H-
.
?uwmwvu o:o\ -

54

\\ / \ L Ho-Ho |

,,,,,, \\\\\\\\ ™ =

SINIW3HNSVIN TIVM \ . —L

ZOMERAH~NQOT O=

HLOOWS 40 NOLLVI34HOD




(OHJ/HD = HD Q3ZITVINHON) €1 = # HOVIN
31vYd ONIMOTE H1IM ONILVIH HIL13IWIHOTVI AIZITVINHON 30 NOILVIHVA gLy 3nbiy

o3ey butmoid

0°s S ¥ 0'% Gt 0°¢ g2 0°¢ 1 0°T G° 0°
| 1 | 1 | | 1 1 ] | 0"
"l"/l’l’l’ IHI
A— Ov \,‘.,/, —Z
- o .
Wm = IO ,///
M —€
\ \X /\/11\/1// X — b
v/ /T
L k\ .
L \ \ \//
4 /- -
A \ \ \, —9 -
e |,
SINIWIHNSYIN TTvM ’
HLOOWS 40 NOLLV134HOD
lmw.
]O.
oy

H

P

ZCLWER~~NG

55




B I B S AN B G D I O N BN BN G B0 BB M e aE
(LL = # HOVW)
S31VvH ONIMO18 SNOIHVYA HO4 13A0OW DNOTV NOILDIHS NINS &gy ainbig
(soyouf) IJIUFOL 9DOUIIIJIY O9SON WOIJ IDULISTQ JIeIUJT
St ot S?Z 0z 1 0T S 4]
| | | | 1 | | 01 -
O O —0
o O
O
@ —0T
a O
X o —0¢
U
0 o€ b
X X
|
—0b o}
—09
—09
—0 L
08
(b= des01X

£E80°VY O TSL'T O SOL°0 [ TeC2'0 X




(EL = # HOVW)
S31LVH ONIMO18 SNOIHYA HO4 13A0W ONOTV NOILLDIHY NINS Ycv ainbiy

(sayoui) 3IUTOL 20UDIDJIY SSON WOIJ 3IDUERISTQ IeauUr]

St 0t s? 0¢ 61 01 S 0
L | J | _ L _ o1~
ﬁ

o O
O & &
O &
' |
© o)
~ —

£-] 06

X

— 0L

(v- VC«OAX
980°¢ O ITIU1°C 0 6GCT°1 () 6970 O 99¢°0 [} ©497Z X




(043/40 = 43 A3ZITVWHON) LI = # HOVWN
31VH ONIMOTE HLIM NOILDIHd NINS Q3ZITVIWHON 40 NOILVIHVA egy a:nbiy

a93eyd buitmorg

S ¥ 0¥ S°€ 0°¢€ 4 0°¢ S 1 0°1 G- 0-

l l | L | | | | ] 0"

.IH *

_IN *

vlm *
q
D

\ T 2
v w\
9
G - ¢4
T
1
. e
—9 W
Pt
N (@]
- — L : N
SINFWIHNSVIWN TIvM . / \ ~ X
HLOOWS 30 NOILV13HHOD L \/
h ;:1;\\!V// —9
A ~N
,\ .
//\// ¢




(043/40 = 40 @Q3ZITVWHON) €1 = # HOVW
31VH ONIMO1E HLIM NOILDIHL NINS A3ZITVIWHON 30 NOILVIHVA ey ainbiy

ajey bulmoid
St 0°¢ g7 0°¢ ¢ 1 0°'1 S’ 0°
L l _ l | _ I 0"

39

ZONERAHANOT U

SINIW3HNSVYIN TIVM
HLOOWS 40 NOILY134H00




(LL = # HOVI) 34VH ONIMOTE HLIM dJ 40 NOILVIHVA epp 3.nbiy

?3ey buimoT1d

S°¥ o' v S°€ 0°€ S°¢ 0°¢ S'1 0°1 G- 0°
L l | l_ ] J | l |

00°
—10°

—C0°

l!\.n\\l\‘/ GO l'\.'ll.e\“ m WA jm 0

€0

ﬁleo :

—90°

ZORE®RS~ANOT LA

—L0°

60"




(EL = # HOVW) 3LVvH ONIMOIE HLIM d3 30 NOILVIYVA qpp ainbiy
ajey butmoTd

S°¥ 0°v S°¢E 0°¢ "¢ 0°¢ S°T 0o'1 S 0°
_ | _ _ | _ _ _ | 00"

X
\
6l

—90 °

—80°

—0T"




APPENDIX 2

AN EXPERIMENTAL STUDY OF THE TRANSPIRATION COOLING ON
THE DISTRIBUTION OF HEAT TRANSFER AND SKIN FRICTION TO A
SHARP SLENDER CONE AT MACH 11 AND 13
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AN EXPERIMENTAL STUDY OF
TRANSPIRATION COOLING ON THE
DISTRIBUTION OF HEAT TRANSFER AND SKIN FRICTION
TO A SHARP SLENDER CONLE AT MACH 11 AND 13

Michae! S, Holden*
John Van Qscolr**
Kathieer. M. Rodriguez***

ABSTRACT

Experimental studies have been conductecC to
exam.ne the effects of transpiration codling on the
turbulent heat transfer and skin friction to sharp
slender cores i1n hypersomic flows. These stucies were
conductec at Mach 1l and 13 for Reynoids numbers,
based on loca. conditions and cone length, of 107 x
106 and 57 » 1€, respectively, 1n the Calspzn. 96-1nch
shock tunnei. Distributions of heat transfer, skin
friction anc pressure were obtained along the cone for
vaiues of the biowing paramneter B'=g=gz)rom 0.10
1> 5, using & nitrogen injectant. Hoiograp
interferometry was usec to examine the characterisucs
of e flowfield. A new skin friction transgucer was
uses 1N these stacies, In whuc' the injectant was
introguces throug! the fioslng sensing element,
obtain meanngiu, measuremients of the recuction ¢
suriafe shear Wit suriace blow.ng. Minature tran-
filir, instrumentation was empioyed to Obtain the
agetailed distridution of heat transfer around the
circuiar Injezhon porls at each measurement station
along tie conc. Tne measurements obiained in t:s
StuCy are correiated w.it earlier measurements at
jower Meach numbers an terns of the major scaling
parameters. Comparisons are presented w:t' the
cormputations made with the "BLIMPY coce, wiuch
demonstrate that for smali biowing rates this code 1s
1orejatively gOoC agreement wil, the experiments.
Gata. However for B'> 0.5 the code significantiy
undgerpredicts the effectiveness of transpiratior,
cooling. Feor these hign blowing leveis where (in the
extremes) boundary laver biowof{ occurs, boundgary
iayer theory 1s inadequate anc soiutions to the ful or
recucec ume-averages Navier-Stokes equations are
requirec.

1. INTRODUCTION

The modeling of the turbulent fiow structure over
transpiration-coolec and rough abiating surfaces
requires a detailed understancing of the mixing process
between the injected fiuid, the roughness eiements,
and the fluids at the base of the turbulent boundary
layer. Large surface ablatiorn, resuiung from heat
transfer generatec on the windward ray of the
ablative heat shield ciose to the nosetip ano on the
control surfaces of vehicies fiying at high angles of
attack, will be of critical concern 1o the des:gner of
vehicles that maneuver during re-entry. TO develop
an accurate predictive capability to describe the
ablation rates of the nosetup, heat shield, and contro!l

surfaces, it 1s necessary to understand and mode! the
separate and combined effects on ablaung and non-
ablaung slender cones. Based on studies of roughness
and blowing on siender cones, Holden‘ suggested that
the subsonic studies are inapplicable to the heat.ng of
heat shields in hypersonic flow, and also that the
basic modeling of the roughness drag and mechamsTs
of heaung used in the theoretical models 1s highly
questionable.

Earlier stud:ies of transpiration cooling technigues
were designed principally to evaluate how the biockage
heat transfer Cy/Cpo varied with the Mach number,
Reynolcs number and the phyasical and chemical
properties of the freestream and injectant. The lack
of definitive techniques to predict the effectiveness oi
transpiration/film cooling techniques reflects the lack
of fundamental understanding of turbulent mixing in
the presence of mass injection and surface roughness.
There 1s a dearth of turbulent data at hypersonic
speeds where transpiration cooling 1s of constderabie
interest. Experimentai studies have been conaucteg in
supersonic flow with flat plaxess’e’ *© anc cones 2‘9,‘-’
anc there has been some work on the transpiratior.
cooling of blunt nosetips?s19. Based on o survey of
the existing experimenta! data in Reference 9, the
correlation shown in Figure 1 was deveiopec. This
correiation indicates that for large biowing rates
(8' > 10), increased blowing does not sign.fizantiy
improve thermal protection. This may wel. resut
from a decrease in the stability of the mixing la.er
anc an increase in the scale of turbulence with
increasing blowing. However, Holden's measurements
on a spherical nosetip, shown in Figures 2 anc 3.
suggest that heating levels significantiy lower thar
those found on flat plates and cones were odtained for
the higher blowing rates. These latter measurements
could be_correlated in the form (CHo-CHI Ch,, -

1/3 8173, However, for blowing rates of grefter than
one, the flow became high!y unstable and violent
fluctuations in the surface heating were observed.

The measurements made in earlier stud.es of
transpiration cooling conducted with transpiration
cooled nosetips’ were designed principally to
determine whether blockage effects of mass injection
are as large as predicted by the current codes. The
measurements on the mcdel with zero blowing.
presented in Figure 3, clearly show that the intrinsic
roughness of the surface, causes heating enhancement
factors of over 1.7. In fact, it can be seen b
comparing Figures 3 and 5 that the heat transfer
measurements on the conically rough hemisphere are
in good agreement with those obtained on the
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non-blowing transpiration-cooled nosetip. However,
when a sma!i amount of blowing (B' = 0.532) was
introduced, the heatng rates over a major part of the
transpiration-cooled mode! dropped to fevels close to
those recorded on the smooth mode!, as shown irn
Figures 4 and 5. It could be postuilatecd on the bas.s
of thesc measurements trnat the imitial effect of mass
addition from a rough abiating nosetip is to modify
the flow around the roughness elements by eliminating
the cavity fiows between them ir such a way that the
momentum defect is smal.. 1f the effect of mass
addition 1s to remove surface roughness as an
important characteristic parameter, a series of
questions are posed for the correlation of flight
measurements in terms of an effective surface
roughness and the computationa! procedures in which
the ablat.on rate 15 determined from heating leve's
enhanced by surface-roughness effects.
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Figure 1 Summary of blockage heating from earlier studies
on flat plates and cones in turbuient fiow
(Holden ref. 9)
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Figure 2 Comparison between the messurement made in
the nosetip studies with nitrogen injectant and
the earlier blockage dsta (Holgen ref. 9;
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Figure 3 Comparison between the turbulent theories of
Lin & Crowell for smooth-wall and rough-wali
measurements of Holden on 12" diameter
hemisphere (M = 11.2, ReD= 11 x 10 6,

k = 12.5) (Holden ref. 9)
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Figure 4 Heat transfer measurements indicating that small
blowing on rough nosetip initially acts to bring
down heating levels to smooth-wall values
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Figure 5 Heat transfer measurements on SCANT and smooth
nosetip showing how small blowing brings down
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The BLIVP:® code deseioped by ACCURLEN s one
of the most common!y used numerical codes for
predicting the heut transfer 1o transpiration-coo.ec
poc..s>. BLINE is @ bouncar, laver cOCe empioying &
maniag lengtis turpulence mocs.,  The solution
methodoiogy used by BLIME invoives approaimating the
primary depenaent variazies of the boundary laver
equations US.NE Qualretl.l OF Cubic polynoinials over
eact, of severd: cont.nuous regions dividing the wal
norina: coordinate directidn. In orcer to sumpify the
norma, derivative terms, the conservation egquations
are integratec aiong the noria. directidon between the
nodges tral separate each region. The primary
variabies anc tne.r derivatives at each node are then
re.ated by @ fourtn orager Tayior series expans:an so
that the coefficients in the approximating poiynomials
can be determinec using e technigque simiar to the
Galerkin Metwhoc. The solution 1s propagated forwarc
a. o tne principal flow direction using & two-point or
tnree-point finite difference scheme which is selected
5. the user. The use of polynomia. approximations
between the relativeiy few noces that define the
boundary layer, makes the Boundary Laver Integra!
Matrix Procedure (BLIMP, a very fast and accurate
computational 100, giving it advantages over other
finite difference coces when considering flows having
large numbers of reacting chemical species in the
boundary layer.

Tne study reported in this paper formec a part of
a series of studies to investigate the separate anc
combined effects of surface roughness and blowing on
the heat transter and skin friction to provide insight
intc the modeling of aerothermal phenomena
associated with the ablative cooling of hypersonic
vehicles. Earlier, 1n the initial phase of these studies,
we performed an extensive series of measurements to
examine the effects of the shape and spacing of
surface roughness on heat transfer and skin friction.}?
Here, the objective was to provide measurements to
quantify the relationship between surface geometry
and heating to a rough wall without the necessity of
introducing a pooriy defined parameter associated with
sand-grain roughness. We specifically wanted to
prevent the manipuiat.on of the results from the
prediction technjques by the seiection of an "effective
sand-grain roughness.” These studies were conductec
for hemispherica: and biconic nosetips, and sharp anc
blunted slender ccnes. We then obtainec

measurements with hemispherical transpiration-coolec
nosetips which demonstrated that roughness heating
effects could be significantly reduced or eliminated by
surface blowing. Thus, studying roughness effects in
the absence of blowing added little to the
understanding of heaung to rough ablating surfaces.
We therefore embarked on a detailed experimenta;
program to examine the combined effects of surface
roughness and blowing on the skin friction and heat
transfer.) To minimize problems associated with
transition, these studies were conducted with slender
conical configurations under high Reynolds number
conditions. We also employed surface configurations
with a well-defined surface roughness and blowing
geometry to again eliminate the potential selection of
an effective sand-grain roughness in COmMparisons with
predictive techniques. This study was also unique
because detailed measurements of the distribution of
heating over individual roughness elemenis were made
for the first time., Also, skin friction measurements
were made on representative segments of the surface.
Such measurements provide a direct way of evaluaung
the accuracy of the macroscopic modeling of these
fiows. During the third phase of the study, we
investigated the surface blowing effects in the absence
{ surface roughness, and this is the subject of the
current paper.

In the following sections of the paper, we discuss
the des.gn anc objectives ol the experimenial prograw,
foliowea by & description of the experimente!
facilities, the modeis and instrumentation anc the
reduction and evaluation of the measurements. The
results of the program are then presentec anc
discussed, and compared with measurements from
earlier studies. The measurements are comparec wit
sunple predicuion methods anc the resuits of
computations with the BLIMP code.

2. EXPERIMENTAL PROGRAMN
2.1 Objective and Design of the Experimental Stuc)

This program was designed as part of a series of
studies to investigate the separate ang combinec
effects of surface roughness and blowing on the heat
transfer and skin friction to abjative and transpiration-
cooled surfaces. A key objective of this work was 1o
obtain measurements which provide insignt Into the
macroscopic modeling of aerotherma! phenomens
associated with the ablative cooling of hypersonic
vehicles. In this third phase of the study, we
investigate the surface blowing efiects in the absence
of surface roughness.

This study of surface blowing effects was designec
as a complement to our earlier studies of roughness
and blo»vmgl. To evaluate the separate and combined
effects of surface roughness and blowing, here we
obtained measurements at the same freestream
conditions of the effects of blowing on a model of
identical geometry as the model used in the blowing
and roughness s.udies, but without the hemispherical
roughness elements. On the reconfigured modei, the
miniature heat transfer instrumentation installed in the
smooth surface was designed to provide a detailed
mapping of the heating around the injection port at
each measurement station along the model. Again, we
employed unique skin friction instrumentation in which
the cooling fluid is introduced through the diaphragm
of the floating sensing element.




2.2 Experimental Facilities and Test Conditions

The experimenta!l program was conducted in
Calspan's 96-inch shock tunnell! at freestream Mach
numbers of 11 and 13, for local Reynolds numbers up
1o 103 x 10% and wall-to-freestream stagnation
temperature ratuds of 0.19 and 0.206. At Mach
numbers up to 13, boundary layer transition is
complete on the smooth models within 6 inches of the
nosetip. As discussed later, the model used was
cesigned so that the transpiration was 1nitiated
downstreaT of the end of boundary tayer trars.tion.
The conditions at which experimental studies were
conducted are shown in Figure 6.
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Figure 6 Performance map of Calspan’s shock tunneis

The shock tunnel is started by rupturing a double
diaphragm that permits high-pressure helium in the
driver section to expand into the driven section. This
generates a normal shock which propagates through
the jow pressure air (a wave diagram 1s shown in
Figure 7). A region of high-temperature, high-pressure
air 1s produced between this normal shock front and
the gas interface (often referred to as the contact
surface) between the driver and driven gas. When the
primary or incident shock strikes the end of the
driven section, it 1s reflected, leaving a region of
almost stauionary, high-pressure, heated air. This air
15 then expanded through a nozzle to the desired
freestream conditions in the test section. The
duration of the flow in the test section is controlled
by the interactions between the reflected shock, the
interface, and the leading expansion wave generated
by the nonstationary expansion process OCCUrring in
the driver section. “e normally control the injtial
conditions of the gases in the driver and driven
sections so the gas interface becomes transparent to
the refiected shock interaction. This is known as
operating under "tailored-interface" conditions. Under
these conditions, the test time is controlled by the
time taken for the driver/driven interface to reach
the throat, or the leading expansion wave to deplete
the reservoir of pressure behind the reflected sh.ock.
The flow duration is either driver-gas-limited or
expansion-limitec, respectively. Figure 8 shows the
flow duration in the test section as a function of the

Mach number of the incident shock. Here, it can be
seen that for operation at fow incident shock Mach
number, running umes of over 25 milliseconds can be
obtained with a long driver section.
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The test conditions at wh,ch these studies were
conducted are listed in Table |. For the test
conditions at which our studies were conducted the
uncertainty in the pitot pressure measureinent from
errors in calibration and recording is + 2.5%. The
reservoir pressure can be measured with an
uncertainty of + 2%, and the tota! enthaphy (H,) can
be determined from the driven tube pressure and the
incident shock Mach number with an uncertainty of +
1.5%. These measurements combine to yield an
uncertainty in the Mach number and dynamic
pressure measurements of + 0.8% and + 3.5%
respectively.

Table 1 Test conditions

!
Run Po/ICT4 MO/IGTT To winf  uUinf  Tinf Pire moint |
PSIA (FT/SEZ;"2 R PT/SEC R PSIA  SLUGS/FT)
1 1.7673  2.1545  3071.% 13.07: 6478.2  98.67¢ 072850 5 9895(-5,i
2 1.7620 2.125)  3056.0 13.07¢ 634.4  97.259 . CTISSE 6. 1655(-S)
3 1.7643 21596 J073.3 13.071 €485.5 98 91¢ 5.9568(-5)
41,7568 2.1174  J06E.8 11.055 €422 C  97.217 6 1e4a(-8)
S 1.798C  2.1%45  30°1.5 11.068 &478.2  ¢¢ 731 $.9585(-%,
€ 1775t 2.1868 3084 1 13 078 65267 10C.06C 5.8739(-5,
71,7220 1.72.€ 2561 8 11.357 764 5 103.5:C 1.6670(-4)
® 1.7265  1.7680  256C.7 11 359 5841 € 106.26C 1340404
5 1.6975  1.7p°  2552.4 11.356 586L G 10°.143 LTI
1617103 1.7356  2551.% 11.354 5754.4 104.6<C 157274y
i3] 6988 174t 25447 11.359 S83%. 9 106.04D 1.3210°-4)
IT 17128 1.6.5°  2575.9 11.361 S$926 € 10v.230 1.46e5(-4;
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2.3 \Models and Instratnentation
2.3, Models

The slender cone model used n the experimental
studies 1> shown an Figure 9. The inodei has a
transpiration cooled surface fed fron eight high-
pressure reservoirs through eight Valcor fast acung
valves. Each section of the model (s constructed with
six zones that run from the froiit to the rear of the
model.  This enabled us to vary the blowing “ircam-
ferentially to seuulete the effects of differentiui
blowing resultung from mode: incidence.  To distribute
the gas from the reservours uniformty to the surface,
each model empioys 4 tatrix of distrioution passages.

Figure 9 Slender cone model {with sharp nosetip) shown
instalied in 96~inch shock tunne! (D nozzle re.woved)

A rnofding (t'n‘h'uquvl: that we developed earlier to
produce a nunoer of different roughness patterns was
ased e obtan the stooth and rough surfaces. The
low "tersentuns mass addation was ayeated frow
passages molded o the nodel st nto the fiow which
was controited by sonic oritices at Uio Base of
passage.  Ths fatter techungue was enpioved very sul-
cessfully 17 our earier transpiration-codied studies
where we were goie to obtaln predissiy contraied
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dimensions anu the locations of the instrumentation
blocks containing the heat transfer, pressure and skin
friction instrumentation. A typical instrumentation
block layout is shown in Figure ll.
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Figure 10 Schematic diagram of 10.5 degree cone model
showing blowing configuration and positions of
instrumentation inserts
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Figure 11 Layout ot a typical instrumentation insert

2.3.2 Heat Transfer Instrumentation

The thin-filin heat transfer technique s based on
sensing the trans.ent surface temperdature of a non-
conducting model bty means of thin-filn resistar e
therinometers, Because the therinal capacity of the
gage 15 negligible. the instantaneous surfacc
ternperature of the backing mazterial 1s re.ated to the
heat transfer rate by semi-infiiate slab theory., The
gages are fabricated on tiny pyrex buttons 0.080
tnches 1n diamneter, mounted flush with the mode;
surface. A photograph of the model inserts is shown
in Figure 12, As shown un Figures !'3a and [3b, these
gages were distributed around the injection orifices to
provide some insight into the macroscopic flow on
thesc regions.

For the thir-fil'n heat transfer instrumentation, the
uncertainties assoCiated with the gage calibrauon and
the recording equiprment are estunated to be - 5% for

the icvels of heaung obtained 1n the current studies.

2.3 Skin Fricuon Instrumentation

Tne skin friction gage 1s an acceleration
coinpensated single component for_c halance in which
transpiration cooling passages are vent-J through the
surfa e of the gage. After a number of different
approaches were tried, a design was developed with
Hon-netric codidnt passages passing through the inetric
Giaphrag:. with very littie ciearance. Such tight
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Figure 12 Segment of instrumented surface showing installation

of heat trans‘er, skin friction and pressure

instrumenriation
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Figure 13b Heat transfer gace positions on gage holder.
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diaphirdgin combination 15 incorpurated tnto the body

of the guge 1o provide a signal used for trinsducer
acceleration cutnpensation.  The electrical signals from
“he sensing dand cotipensation bear. are added
c.ooctrically 10 such 2 nanner that when the gage s
Conaken” an the absenve of an air load, the net ovutput
15 ¢ero. The injection flow througli the gage 1>
metered through a series of sonic orifices set in the
base of the gage. The geometric and mechan tal
design features of the guges were refined in a series
of bench tests and tunnei studies. The developed guge
Nas a frequency response of 25 kHz, a sensitivity of

25,000 iV, os:, and an overall accuracy of .+ 4.
D) ) ha

2.3.4  Pressure Instrumentation

Pressure ‘miedsuren.ents were made using flush-
mounted Kulite transcucers. Pressure gages have been
rwounted flush with the silicon skin (see Figures 11
and 12) tw tvecord the pressure flucigations, as well os
the mean pressare on the flap resulting from the
unsteac; shock-wave/turtulent boundary layer
iteraction at the cut/flap junction.  Such infornation
15 required to specify the vibration environment on e
flap as well ds to provide insight into the base {low
structure.  The uncertainties assoclated with the
Dressure measurements assoclated with calidration and
recording apparatus are « 3%,

_.3.5 Holographic Interferometry

Holograptic interferometry was used to 1hare
fiowfieid measurenents. Interferograrns of complex
{owfields provide good qualitative basis for evalustng
soine of the umportunt phenoinena that control the
characteristics of these fiows, Calspan/University of
Buffalo Research Center's (CUBRC) holographie
recording systen was use< for this study. Both
single plate ana dual plate techniques are required to
record holograins, which arc subsequently usci an the
playback step to obtain shadowgraims, schireren
ptotographs and interferograms of the to-is,
Piotograchs of the flowfield taxen with infinite fringe
imnterferomnctry are shown an Figures 14 anz 5.

3. RESULTY AND DISCUSSION

These expernnental studies were conducted at Aach
11 and 13 at umit Reynolds numbers of 1T x 10974t
and 5 x 109/t1, respectively. N listing of the test
conditions at which the studies were conducted arc
iisted 10 Table 1. AL e studies were conductnd
with o sharp 156,59 conical configuration and a
nitrogen injectart, The nodel orientation and Biowing
contfigurations are listed an Table 2.

Table 2 N.odel and blowing configuration
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Figure 14 Holographic interferometry photographs for Mach Figure 15 Holographic interferometry photographs for Mach
13 congiticn 11 condition
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Figure 17 Comparnson between predi.ctions and skin friction
measurements for matched pressure (smooth. no
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Figure 18 Comparison between pressure measurements and
invis¢id theory

relatively smal.. There (s almost linear variat.on 17
the reduction of heating and skin friction along the
cone induced by the injection for a!l feve.s of mass
injection. At these test condition: the surface shea-
is reducec to zero for B' of greater than 2. At the
tach 13 conditions the variation of heat transfer and
skin friction along the cone (shown in Fiaures 2Ja and
2Z5) for B’ from 5.2 to 3 shows the same basic trends
as those for the Mach 11 conditions. Aga:n, we
observe close to a linear varation of he:t trarsfer
an2 skin friction reduction alonyg the cone, with the
gradient of this reduztion remaining Consiant re.ativels
insensitive to the level of blowing for tie Jow rate-
of injection.
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Figure 19a Variation of heat transfer along the cone with
mass injection (Mach 11, Re'ft = 10 x 10°)
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Figure 19b Variation of skin friction along the cone with
mass injection (Mach 11, Re ft = 10 x 108,

The variation of the reduct.on 1n heat transier and

skun friction anc pressure with blowing rate parareter
B' (=#/sesety) for the Mach 11 anc 13 conditions are
shown in Figures 21, 22 and 23, at five streamwise
measurement stations along the cone. Here we have
averaged the heating levels at each measuremen:
station as shown earlier in Figures 19 anc 20. For
both the Mach Il and 13 conditions there is &
consistent reduction in heating and skin friction for
blowing levels up to B' of between | and 2. Above
this blowing level the rate of heating reduction is
much smaller and the skin friction is reducel to zero
as the boundary layer begins to interact with the
inviscid fiow. as illustrated by the pressurc
measurements (Figure 23;. We also observe that a:
low blowing rates the heating rates on the cone close
to the beginning of biowing are not reducec
signmificantly because the boundary layer 1s disturbec
by the beginning of injection.

3.3 Comparison with Earlier Measurements,
Correlations and Calculations witl,
BLIMFP Code

The heat transfer measurcments obtainec in the
present study are ccmpared wit: the measurements
made earlier on {lat plates anc cones at lower
freesirear Mach numbers (and presentes in Figure 24).
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Figure 24 Comparison of current measurements with earlier
measurements on cone and fiat plates

Ve see that our measurements show significantly more
coohing effestiveness than the earlier measurements at
lower Mach numbers for blowing parameters between
G.0 < B'y<4. These might be explained as a reduction
in the spreading rate with increased Mach numbers, a
feature observed in shear flows w.th large relative
Mach numbers.

The input data required by BLIVP was taken from
the freestream fiow conditions occurring in the test
section of each experimenta! run. This data includes
stagnation pressure, stagnation temperature anc
dynamic pressure. In adcdition to these the axia!
distributions of cone surface pressure, surface
temperature, and wall transpirant mass flux were input
as constaris which were cons:stent with conical flow
and the experimenta! test conditions. The cone
surface pressure for each run was calcuiated using
Newtonian Theory and {or the zero-blowing cases was
checked using the well-known Taylor-Maccol! selution
for the superson.c cone. In the case of non-biurt
bodies, BLIMP uses a faminar compressible simuarity
solution at the initia, axial station and as the solution
progresses along the principa’ flow dire_tion, the
Reynolds number based o~ momentuT. thickness

increases unti! it exceeds a transitiona! criterion set
by the user. At this point, the code computes a
turbulent boundary layer and does so for the
remainder of the solution. The code was, therefore,
run in a fully turbulent mode empioyirg the Cebeci
turbulent mode! with a turbulent Prandt. number of
0.9 and a turbulent Schmidt number of C.5. The
Prandti mix:ng length constant was set at 0.4.

Calculations made using the BLIMP code are
compared with the measurement of heat transfer anc
skin friction shown in Figures 25 and 26 for the
various injection levels. We see, tha: for relatively
mode! levels of blowing B'< 0.8, there is relatively
good agreement between preciction methods and
experiment. However, at Mach 1] anc |3 tne code
consistently and significantiy underpredicts the
effectiveness of transpiration cooling.
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Figure 25a Comparison between hest transfer measurements
and BLIMP code calculations (Mach 11, Re'ft =
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Figure 26b

In Figures 21 and 22. we hase plotted both
experiment and BLIMP code predictions in terms of
heat transfer and skin prediction versus Diowing
parameter B'. The BLIMP code predicts recuctions in
heating of the order of 75% for high jevels of blowing
while our measurements suggest vaiues of the orcer of

U7 under such conditions.  Again, at these high
levels of blowing we observe the skin friction to be
reduced t¢ zero, as boundary layer blow-off occurs.

We have plotted the measurements from the two
Mach numbers together ir Figures 273 and 27t
together with the BLIMP prediction and a correlation
de-ivel from our earlier measureqnents on transpiration-
codled noset.ns ans rough biowing cones. Whije the
power Law resatonsti Cpicy. = 1= 173 B2 woarks

wel' for correlating our earlier measurements or
nosel.ps, 0.7 CUrrent measurements agree beiter with
. ’ ‘1 ’
the resatonstn C'CHy = BleBl) which was jr
gooc agreement with our measurements on rough
blowing cones with the sarme geometlry as in the
current study. Clearly the next effort to predict the
current measarenient should center on the use of
Navier-Stones codes to overcome the limitations of
boundary laver theory.
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Figure 27a Comparison between calcuiations with BLIMNP
code and measurements of heat transter
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L. CONCLUSION

Ar experimental progra'm has beer condurte? 1o
examine the effects of transp.ration cooling on the
turbuient heat transfer and swin friction on a shar;
siender cone 1n hyperson.c fiow. 1 these stules.
conductec at Mach 1l and 13 in the Calspan 9é-inch
shock tunnel, measurements of heat transfer, skin
friction and pressure were obtained along the cone for
blowing rates R' ={zzwg7,) from 0.17 to 5.0. The
measurements of shin fr.ction were obtained using &
balance in which the nitrogen injectant was introduced
through orifices in the floating eienent. Deta.ied
heat transier measurements were made to define the
fiow around the injection ports. Holographic
interferometry was used to examine the structure of
the fiowfieid. Correlations of the heat transfer
measuyrements made in these studies with those
obtained earlier on flat plates and cones indicated
that we obtained significantly greater cooing
effectiveness at the higher Mach numbders at whuch
the present studies were conduclec.

Calcuiations of the distribution of hezt transfer
and shin friction with the BLIMP code indicated ther
for small blowing rates the predictions are in

However, for B' ™ (.5 the code significantiy
underpredicts the effectiveness of trans;.mat.on
coolin,. For these hig~ 5low.a g rates where the
boundary laver is approaching the biow-2f! cond.uio:,
bouncdary larer thecry s N0 jonger valhic anc recourse
must be macde to solutions bases on the ftu o
reduced time-averaged Navier-Stokes eguations.
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AN EXPERIMENTAL STUDY OF
THE EFFECTS OF INJECTANT PROPERTIES ON THE
AEROTHERMAL CHARACTERISTICS OF TRANSPIRATION-COOLED
CONES IN HYPERSONIC FLOW

Michael S. Holden*
R.D. Neumann#*
G. Burke®»
K.M. Rodiguez##+
Calspan/UB Research Center
Buffalo, NY

ABSTRACT

An experimenta! study has been conducted to
investigate the effects of molecular weight and specific
heat of the injectant on the turbulent heat transfer and
skin friction to a sharp slender transpiration-cooled cone
in hypersonic flow. The study was conducted in the
Calspan 96" Shock Tunnel at Mach numbers of 1] and
13 for local Reynolds' numbers of 100 x 106 and 50 x
106, respectively. Measurements of heat transfer, skin
friction and pressure were obtained along the cone for
blowing rates hi’//’e“e €y, ) from 0.10- to 5, using helium,

nitrogen and freon injectants., The characteristics of the
flow field were deterrmined with  holographic
interferometry. Miniature heat transfer instrumentation
was used to obtain the detaijed distribution around the
injection ports. Unique skin friction gages, in which the
injectant was introduced through the diaphragm were
used in this study. Calculations using the BLIMP coage
and the Navier-Stokes HEARTS code were made for
comparison with the experimental measurements. The
effects of the injection rates and gas properties on the
heat transfer and skin friction are presented in
correlations in terms of the major non-dimensional
parameters controlling these flows. Computations using
the "BLIMP Code" were in relatively good agreement
with the measurement for values of the blowing
parameter less than 0.5; however, as boundary layer blow-
off begins to occur, the these techniques significantly
overpredict the levels of heat transfer and skin friction.
However, at these high blowing rates, the HEARTS codes
give predictions which are in better agreement with the
heat transfer measurements,

1. INTRODUCTION®

The use of transpiration cooling on hypersonic
vehicles has become of increased interest to designers
wishing to look through the boundary layer which would
otherwise contain products from the ablative nosetip and
frustrum, The ablation process itself 1s one in which
transpiration cooling is combinea with a flow of a rough
surface. To develop methods for ablative cooling, it is
important to perform experiments and develop predictive
techniques which first address understanding the separate,
aerothermal mechanisms  associated with  surface
roughness, and transpiration cooling before attacking the
combined effects which occur on an ablative heat shield.
In earlier studies, we addressed the effects of surface
roughness shape and shaping on the heat transfer and
skin friction; and more recently, performed studies to
investigate transpiration cooling effects for a nitrogen

injectant., For an ablating body, the specific heat and
the molecular weight of the injectant will differ
significantly from those of the free stream; thus, it is
essential, that we obtain on understanding of how these
injectant properties influence the aerothermal loads on
the model.

The modeling of the turbulent flow structure over
transpiration-cooled and rough ablating surfaces requires
a detailed understanding of the mixing process between
the injected fiuid, the roughness elements, and the fluids
at the base of the turbulent boundary layer. To develop
an accurate predictive capability to describe the ablation
rates of the nosetip, heat shield, and control surfaces,
it is necessary to understand and model the separate and
combined effects on ablating and non-ablating slender
cones. As a result of studies of roughness and blowing
on slender cones, Holden! suggested that the subsonic
studies are inapplicable to the heating of heat shields in
hypersonic flow, and also that the basic modeling of the
roughness drag and mechanisms of heating used in the
theoretical models, which is based on correlations of low
speed data, is highly questionable. To obtain the data
necessary to perform meaningful code validation it is
necessary to oObtain measurements under correctly
simulated Mach number and Reynolds number conditions.

Review of Earlier Studies

The lack of definitive techniques to predict the
effectiveness of transpiration/ablative cooling techniques
reflects the lack of fundamental understanding of
turbulent mixing in the presence of mass injection and
surface roughness. Earlier studies of transpiration cooling
techniques were designed principally to evaluate how the
blockage heat transfer Cpy/Cp, varied with the Mach
number, Reynolds number and properties of the
freestream and injectant. There is a dearth of turbulent
data at hypersonic speeds where transpiration cooling is
of considerable interest because it is difficult to generate
the test conditions necessary for the correct simulation.
Experimental studies have been conducted in supersonic
flow with flat plates’vef"s and cones 2:3,% and there
has been some work on the transpiration cooling of blunt
nosetips?»10. Based on a survey of the existing experi-
mental data in Reference 9, the correlation shown in
Figure | was developed. This correlation indicates that
for large blowing rates (B' >10), increased blowing does
not significantly improve thermal protection, This may
well result from a decrease in the stability of the mixing
layer and an increase in the scale of turbulence with
increasing blowing. However, Holden's measurements on
a spherical nosetip. shown in Figure 2, suggest that
heating levels signi.icantly lower than those found on
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flat plates and cones were obtained for the higher blowing
rates. These latter measurements could be correlated
in the form (CHO'CH)/CHO = §/3 8'1/3. However, for

blowing rates of greater than one, the flow became
unstable and violent fluctuations in the surface heating
were observed.

The measurements made in earlier studies of
transpiration cooling conducted with spherical nose tips
suggested that the initial effect of mass addition from
a rough ablating nosetip is to modify the flow around
the roughness elements by eliminating the cavity flows
between them in such a way that the roughness-induced
momentum defect is small. If the effect of mass addition
is to remove surface roughness as an important
characteristic parameter, this throws in question
correlations of flight measurements based on an effective
surface roughness, and the computational procedures In
which the ablation rate is determined from heating levels
enhanced by surface-roughness effects.

This program is the fourth part in a series of studies
to investigate the separate and combined effects of
surface roughness and blowing on the heat transfer and
skin friction in hypersonic flow. It was designed to
provide insight into the modeling of aerothermal
phenomena associated with the ablative and transpiration
cooling of hypersonic vehicles. In the earlier phase of
this investigation, an extensive series of measurements
were performed to examine the effects of the shape and
spacing of surface roughness on heat transfer and skin
friction.1¢ Here, the objective was to provide measure-
ments to quantify the relationship between surface
geometry and heating to a rough wall without the
necess:ty of introducing a poorly defined parameter
associated with sand-grain roughness. We specifically
wanted to prevent the manipulation of the results from
the prediction techniques by the selection of an "effective
sand-grain roughness." These studies were conducted for
hemispherical and biconic nosetips, and sharp and blunted
slender cones. Measurements were then obtained with
hemispherical transpiration-cooled nosetips which demon-
strated that roughness heating effects could be
significantly reduced or eliminated by surface blowing.
We concluded that, studying roughness effects in the
absence cf blowing added little to the understanding of
heating to rough ablating surfaces. A detailed experi-
mental program was then conducted to examine the
combined eftects of surface roughness and blowing on
the skin friction and heat transfer.! To minimize
problems associated with transition, these studies were
conducted with siender conical configurations under high
Reynolds number conditions. We also employed surface
configurations with a well-defined surface roughness and
blowing geometry to again eliminate the potential
selection ot an effective sand-grain roughness in
comparisons with predictive techniques. A unique feature
of this study was the detailed measurements of the
distribution of heating over individual roughness elements
were made for the first time. Also, skin friction
measurements were made on representative segments of
the surface. Such measurements provide a direct way
of evaluating the accuracy of the macroscopic modeling
of these flows. During the third phase of the study, we
investigated the surface blowing effects in the absence
of surface roughness. The following research forms the
fourth segment of this program, designed to investigate
the effects on coolent properties on aerothermal
pertormance.

In this paper, we first discuss the desigii ang
objectives of the experimental program. A description
is then given of the experimental facilities, the models
and instrumentation and the reduction and evaluation of
the measurements. The results of the program are then
presented and  discussed, and compared with
measurements from earlier studies. The measurements
are correlated with those from earlier studies and
compared with simple prediction methods and the results
of computations with the BLIMP and HEARTS code.

2. EXPERIMENTAL PROGRAM
2.1 Program Objective

This investigation forms the fourth part of a series
of studies to investigate the separate and combined
effects of surface roughness and blowing on the heat
transfer and skin friction to ablative and transpiration-
cooled surfaces. A key objective of this work was to
obtain measurements which provide insight into the
macroscopic modeling of aerothermal phenomens
associated with the ablative cooling of hypersonic
vehicles. In this phase of the study, we investigated the
effects of molecular weight and specific heat of the
injectant on the heat transfer and skin friction to the
cone surface in the absence of surface roughness.

2.2 Program Design

In order to evaluate the separate and combinec
effects of surface roughness and blowing, we obtainec
measurements at the same freestream conditions of the
effects of blowing on a model of identical geometry as
the mode! we used earlier in the blowing and roughness
studies, but without the hemispherical roughness elements
moided into the surface. On the reconfigured mode],
the miniature heat transfer instrumentation installec in
the smooth surface was designed to provide a detailec
mapping of the heating around the injection ports at
each measurement station along the model. Again, we
employed unique skin friction instrumentation in which
the cooling fluid is introduced through the diaphragm of
the floating sensing element.

2.3 Shock Tunnel Facilities and Free-Stream
Conditions

The experimental program was conducted at
freestream Mach numbers of 1] and 13, for local Reynolds
numbers up to 100 «x 106 and wali-to-freestrear.
stagnation temperature ratios of 0.19 and 0.20 in
Calspan's 96-inch shock tunnelll. The mode| used was
designed so that at the test conditions at which the
studies were conducted, the transpiration was initiated
downstream of the end of boundary layer transition.A
description of the principles and operation of the shock
tunnel are presented in reference 10. The test conditions
at which these studies were conducted are listed in
Table I. For the test conditions at which our studies
were conducted the uncertainty in the pitot pressure
measurement from errors in calibration and recording 1s
+ 2.5%. The reservoir pressure can be measured with
an uncertainty of + 2%, and the total enthaphy (Hy) can
be determined from the driven tube pressure and the
incident shock Mach number with an uncertainty of +
1.5%. These measurements combine to yield an
uncertainty in the Mach number and dynamic pressure
measurements of + 0.8% and + 3.5% respectively.




2.4 Models Design

The transpiration-cooled slender cone mode! used
in the experimental studies is shown in Figure 3. The
transpiration cooled surface was fed from eight high-
pressure reservoirs through eight Valcor fast acting
valves, Each section of the mode! is constructed with
six zones that run from the front to the rear of the
model. This enabled us to vary the blowing circum-
ferentially to simulate the effects of differential blowing
resulting from model incidence.

%e wused the surface construction technique
developed earlier to produce a number of different
roughness patterns to obtain the smooth ablation cooled
surface. The jow momentum mass additior was injected
from passages molded in the model skin into the flow
which was controlled by sonic orifices at the base of
passage. This latter technique was emplioyed very suc-
cessfully in our earlier transpiration-cooled studies where
we were able to obtain precisely controlled blowing
conditions. The flow from each hole in the mode! was
controlled by eight sonic orifices in the mode] skin that
were fed from pfenum chambers in the model. The flow
from each orifice was released into a cylindrical passage
molded in the rubber skin between each roughness
element. The area ratic between the orifice and circular
passage allowed injectant flows from the surface at
velocities of approximately 100 ft/sec. The construction
of this type of mode! is worth the effort because it
results in an experiment where surface roughness and
blowing are completely defined. Because we used cho-ed
orifices over the entire model, mass flow from each
model zone was precisely controlled by plenum pressures.
Mass flows over the mode! were unaffected by the
distribution of surface pressure on transients associated
with tunnel starting. Figure 4 shows the model schematc

with key dimensions and the locations of the
instrumentation blocks containing the heat transler,
pressure and skin friction instrumentation. A typical

instrumentation block layout ts shown in Figure 5.
2.5 Surface Instrumentation

The heat transfer instrumentation used in these
studies is basec on a thin-film heat transfer technique
which senses the transient surface temperature of a non-
conducting model by means of thin-film resistance
thermometers. Because the thermal capacity of the gage
is negligible, the instantaneous surface temperature of
the backing material is related to the heat transfer rate
by semi-infinite slab theory. The gages are fabricatec
on tiny pyrex buttons 0.080 inches in diameter, mounted
flush with the model surface. As shown in Figure 3,
these gages were distributed around the injection orifices
to provide some insight into the mMacroscopic fiow on
these regions. The uncertainties associated with the
gage calibratuon ana the recording equipment are
estimated to be + 3% for the levels of heating obtained
tn the current studies.

The skin friction gage is an acceleration
compensated single component force balance in which
transpiration cooling passages are vented through the
surface of the gage. After a number of different
approaches were tried, a design was developed with non-
metric coolant passages passing through the metric
diaphragm with very little clearance. Such ught
clearances are allowed because the crystal and rubber
support and measuring system on which the diaphragm
is mounted is very stiff, so that defiection under load
is insignificant. A floating diaphragm, which in this
particular design contains the two suction parts is
supported flush with the surface on a piezoelectric

sensing beam through a single fixture. The diaphragm
is stabilized around its perimeter by silicon posts. The
silicon posts are molded into a gasket that contains a
rubber boot which is cemented between the diaphragm
and the body of the gage to prevent the hot gases from
reaching the crystal beam. A second beam and diaphragm
combination is incorporated into the body of the gage
to provide a signal used for transducer acceleration
compensation. The electrical signals from the sensing
and compensation beam are added electrically in such a
manner that when the gage is "shaken" in the absence
of an air load, the net output is zero. The injection
fiow through the gage is metered through a series of
sonic orifices set in the base of the gage. The geometric
and mechanical design features of the gages were refined
in a series of bench tests and tunnel studies. The
developed gage has a frequency response of 20 kHz, a
sensitivity of 20,000 mV/psi, and an overall accuracy of
+ 4%.

Pressure measurements were made using flush-
mounted Kulite transducers. Pressure gages have been
mounted flush with the silicon skin (see Figure 5) to
record the pressure fluctuations, as well as the mean
pressure on the flap resulting from the unsteady shock-
wave/turbulent boundary layer interaction at the cut/flap
junction. Such information is required to specify the
vibration environment on the flap as well as to provide
insight into the base flow structure. The uncertainties
associated with the pressure measurements associated
with calibration and recording apparatus are + 3%.

2.6 Holographic Interferometry

Holographic interferometry was usec to make
flowfielc measurements. Interferograms of complex
flowfields provide good quahtative basis for evaluating
some of the important phenomena that control the
characteristics of these flows. Calspan/University of
Buffalo Research Center's (CUBRC) holographic
recording system!? was used for this study. Both single
plate and dual plate techniques are required to record
hojograms, which are subsequently used in the playback
step to obtain shadowgrams, schiieren photographs and
interferograms of the tests. Photographs of the fiowfield
taken with infinite fringe interferometry are shown in
Figure 6.

3. RESULTS AND DISCUSSION

These experimenta! studies were conducted at
Mach 11 and 13 at unit Reynolds numbers of 10 x 106/ft
and 5 x 106/ft, respectively. A listing of the test
conditions at which the studies were conducted are
presented in Table 1. All the studies were conducted
with a sharp 10.5° conical configuration with nitrogen,
helium and freon injectants. The model orientation and
blowing configurations are listed in Table 2.

3.1 Measurements in the Absence of
Transpiratior. Cooling

Because any transpiration-cooled surfaces must
contain orifices through which the injectant is introduced
in the absence of blowing the surface will exhibit some
degree of roughness to the flow. In our initial studies
we explored the influence of the roughness of the surface
by matching the pressure in the plenums behind the sonic
orifice feeding the surface to the cone pressure; such
that there was a minute flow filling the orifices. A
comparison between measurements under matched
pressure conditions and the heat transfer, skin friction
and pressure measurements on the cone at Mach 11 and
{3 are shown in Figures 7, &, and 9. Here we see the
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calculations based on the Van Driest!* method and the
BLIMP!J code for smooth walls are in good agreement
with these measurements. The minute vafues of blowing
where the flow has filled in the cavities thereby presents
an effectively smooth body to the flow.

3.2 Studies with Nitrogen, Helium, and Freon Injectants

In these studies we investigate the effects of
injection rate from very low levels where the heat
transfer and skin friction were reduced ahghtl;
3x10°%) to large blowing rates ( Ae = 1.5x1073) where
the boundary layer was "blown off" of the surface, for
helium, nitrogen on Freon 14 injectants. Here we wished
to examine the relative performance of the injectants
to quantify the effects of specific heat, and molecular
weight on the therma! protection and skin friction
reduction of the cooling layer. We anticipated that
heliun, with its higher C, than nitrogen, would absorb
a greater quantity of heat fromthe fiow; and the lower
molecular weight of helium would, for the same mass
flow rate of gas, result in a larger volume of gas blocking
the heat transfer.

Our initial investigation was with a nitrogen
injectant (Reference 2) and we conducted measurements
for blowing rates up to boundary layer blow-off.
Examples of the interferograms taken during these studies
are shown in Figure 6. For A, = 1.5xI10"? boundary
layer blow off occured. This can be observed in the
skin friction measurements shown in Figure 10. Figure
10a shows the heat transfer measurements taken in these
studies for the different blowing rates. Here we show
all the heat transfer data from pgases clustered around
the injector ports at each downstream station. We
observed surprisingly lLittle variation of heaung rates
around the injectors, and in the remaining plots we have
averaged the heaung measurements from each
instrumental nsert. Both the heat transfer and skin
friction instrumentation show a rapid decrease in levels
with increase in blowing at the Jower blowing rates (B'<
¢.5) while for blowing rates for B >3 there is relatively

littie change with increased biowing, as shown in Figures
lla and ]1b where the blockage heating is plotted in
terms of the blowing parameter B', Also shown are the
calculations with the BLIMP code which illustrate that
at the downstream station the code and measurement
are in relatuively good agreement. This is illustrated in
Figure 12 where the heat transfer measurement along
the code are compared with the BLIMP code for Ae-=

£.33x10-3.  The results of the HEARTS code for the
same flow configuration are shown in Figure 13, together
with composings at a lower blowing rate. Again the
agreement is good at the back of the cone, wel!
downstream of the transients which are generated as
blowing is intiated in the cone.

The measurements of heat transfer and skin friction
with the helium injectant are shown in Figures l4a and
I4b. 1t is clear, helium is a far more efficient coolent
than nitrogen, with A, = 7.5x10°% to reduce the heating
by 80% rather than the 1.5x10-3 required for nitrogen.
This we believe resuits directly from the increased heat
absorption of the gas (CPHe/CPNit = 5.2 ) and the in-

creased volume cf gas for a given mass flow rate (Mol
Wt Np/Mol Wt He = 7 ). Boundary layer blow-off
occurs for a far lower B' (< 1) for the helium injectant
and for B’ greater than the heating to the core is reduced.
Figures 153 and 15b show correlations of the heat transfer
and skin friction blockage factors in terms of the blowing
parameter. It can be seen that bound:ry-layer blowoff
occurs for B's % 0.6, and at these conditions there is a
over 80% reduction in the surface heat transfer.

While low molecular weight and high Cp of the
helium results in @ more effective coojant than nitrogen,
freon can be seen in Figure 16 and 17 1o be a relatively
poor coolant. Even at the largest blowing rates we did
not observe boundary layer blow-off and for these high
mass additon rates, we were able to achieve no better
than a 75% reducuon in core heaung. However, the
measurements made with freon along the cone correlate
reasonably well in terms of blockage factor and blowing
parameter as shown in Figure 17,

3.3 Correlations of Experimental Measurements

The measurements for each of the injectants are
plotted together in terms of the conventional blockage
factors and blowing parameters in Figures 18a and 18b.
This  figure graphically illustrates the  greater
effectiveness of the helium injectant in reducing both
the momentum and heat transfer flux to the surface. In
order to correlate these measurements, we have plotted
the blocking parameter in terms of a modified blowing
parameter incorporating the specific heat ratio and the
molecular weight ratio defined as
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forms of this expression and selected two forms which
give the best correlation of the measurements
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These correlations are shown in Figures 19 and 20.

Iceally the correlations should contain both the
molecular weights and specific heat parameters, however,
an additicnal set of studies with different injectant would
be required to justify a more complex form. What is
of interest is that both the non-dimensional skin friction
and heat transfer correlatate well with the same power-
law expressions, suggesting that even for large blowing
rates the basic mechanisms of heating and momenturm
transfer are similiar. Also in these figures, we have
plotted the empirical relationship Cy;/CHo = B'/(eB'-1)
which was in relatively good agreement with our earlier
measurements on rough blowing cones. W%e see that this
correlation is in good agreement with the skin friction
correlations but tends to underpredict the heat transfer
to transpiration cooled cones in hypersonic flow. In
Figure 21 we show a correlation between the measurec
cone pressure and the modified blowing parameter. These
measurements show that for modified blowing parameters
of above 2 there is a significant interaction between the
growth of the boundary layer and the inviscid flow. When
this occurs the boundary layer is close to the blow-off
condition.

The heat transfer measurements made in the
current study are compared with those made earher on
flat plates and cones in supersonic flow in Figure 22.
In general our measurements in hypersonic flow show
increased effectiveness of transpiration cooling with an
increase Mach number. This trend is consistent with
earlier observations in flows of film cooling.

3.4 Comparison Between BLIMP and HEARTS Code

Calculations made using the HEARTS Code are
compared with heat transfer rate measurements of a
highly blowing configuration with nitrogen injection, in
Figure 23, We see that toward the base of the cone
both theory and experiment are in good agreement. Also,
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whether the HEARTS Code is employed in a zonal or
marching mode it gives consistent results, However, the
code (which uses essentially a mixing length mode!l), is
unable to predict the behavior of heating just downstream
of the point of the initiation of surface blowing. In
fact, the calculations show that there 1s a small upstream
influence which results in an extremely rapid decrease
to a relatively steady region of reduced heating close to
the beginning of injecuon,

Figures 12 and 13 show comparisons between the
BLIMP code and measurements for large surface blowing
at Mach |1l and !3. Again, we see that there is relatively
good agreement between the code predicitons and
measurements at the base of the cone. Additional
computations for the Mach 13 condition showing the
effects of blowing rate on the heat transfer and skin
friction distribution are shown in Figure 24, Again we
see that for relatively modest levels of blowing B' < 0.8,
there is relatively good agreement between the prediction
methods and experiment on the back of the cone.
However, for Mhigh blowing rates the BLIMP code
significantly overpredicts the skin friction to the cone.

4. CONCLUSIONS

An experimental study has been conducted to
examine the effects of coolent properties on the heat
transfer and skin friction to a transpiration-cooled sharp
cone 1n hypersonic flow. These studies were conducted
in the Calspan 96-Inch Shock Tunnel at a Mach number
of 11 and local Reynolds number of 106x106.
Measurements of the reduction in heating and skin
{friction 10 the cone were made for blowing rates B' from
G.10 tc 5.5. The detailed measurement arounc the
injection ports demonstrated that the heating of a giver
downstream station was not strongly influenced by the
injection configuration. A unigue skin  frictior
measurement technique, 1n which the Injectant was
introduced through the balance was found to work wel..
The holographic measurements gave definitive indications
of boundary layer behavior with blowing.

Correlations of the measurements with those from
earlier studies indicate that at hypersonic speeds, we
obtain significantly larger cooling effectiveness than at
supersonic speeds. Correlations of the heat transfer and
skin friction measurements for the different injectants
indicate that their relative effectiveness may be
expressed in terms of either the effects of specific heat
or molecular weight ration. Prediction with the HEARTS
and BLIMP code are in good agreement with the heat
transfer and skin friction at the base of the cone for
the lower blowing rates. However, close to the initiation
of blowing the heating and skin friction levels are under-
predicted, presumably because of the simplicity of the
turbulance models used I1n these codes.

NOMENCLATURE
B’ = B‘H
B'H = { Pw Vw)/ﬂe Ue Ly
BF = wa"w/ﬂe“—e Cr
CH = 8‘/"" we (Hy - Hy) CHo zero blowing
value
2 2 BV
Pe v
M = Mach number
Re : _pPux
x s

H = total enthaphy

Cp = P/'/l P U Cpo zero blowing value

Cy = t['2 pe wg :+ Cq_ zero blowing value

P = static pressure

T = static temperature

£ = density

Subscripts

0o = stagnation conditions

W = conditions at wall

e = local conditions at the edge of boundary

layer

inj = injectant

oo inf,FS = conditions in the freestream.
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Table |
TEST CONDITIONS

Ho/1077_ To Minf Uinf Tinf
(FT/SEC) 2 R FT/SEC R
2.1545 3071.5 13.072 6478.2 98.674
2.1253 3058.0 13.078 6434.4 97.259
2.1596 3073.3 13.071 6485.9 98.916
2.1174 3066.8 13.055 6422.0 97.217
2.1545 3071.5 13.068 6478.2 98.731
2.1868 3084.1 13.078 6526.7 100.060
1.7216 2543.8 11.357 5764.5 103.510
1.7€80 2560.7 11.359 5841.6 106.260
1.7827 2552.4 11.359 5866.0 107.140
1.7396 2551.5 11.354 5794.4 104.640
1.7645 2544.7 11.359 5835.9 106.040
1.8197 2575.9 11.361 5%926.6 109.330
1.7493 2588.6 11.362 5810.7 105.080
1.8049 2620.7 11.358 5902.3 108.490
1.7584 2568.5 11.366 5825.9 105.550
1.7721 2578.4 11.372 5848.7 106.270
1.8043 2580.3 11.370 5901.6 108.230
1.7882 2575.3 11.367 5875.0 107.320
1.8306 2621.5 11.353 5944.1 110.120
1.7998 25906.2 11.349 5893.8 108.350
1.7978 2611.5 11.341 5890.3 108.370
1.8164 2611.4 11.348 5920.8 109.370
1.8093 2602.3 11.348 5909.2 108.950
1.8375 2614.3 11.353 5955.2 110.540
1.8068 2591.2 11.345 5905.1 108.840
1.8586 2617.3 11.352 5989.4 111.840
1.7928 2581.3 11.348 5882.3 107.950
2.2517 3137.6 13.196 6624.5 101.250
2.2323 3162.1 13.182 6595.8 100.590
Table U
MODEL AND BLOWING CONFIGURATION

Force

Reynoldss rQ/RO lambda-e Inj. Flap

(10 6/ft) (deg) (deg)
4.7 0 0.000E+00 N2 15
4.7 0 3.535E-04 N2 15
4.7 0 3.898E-04 N2 15
4.7 0 5.680E~04 N2 15
4.7 0 1.315E-03 N2 15
4.7 0 1.010E-03 N2 15
10 0 3.577E-04 2 15
10 0 5.502E-04 N2 15
10 0 1.478E-03 N2 15
10 0 1.031E-03 N2 15
10 o] 2.321E-04 N2 15
10 0 3.111E-04 N2 15
11 0 5.421E-04 N2 15
11 0 6.543E-04 N2 15
11 0 1.027E-04 He 15
11 0 1.476E-04 He 15
11 0 2.654E-04 He 15
11 0 4.382E-04 He 15
11 0 1.028E-04 He 15
11 0 9.618E-05 He 15
10 0 2.198E-04 He 15
10 0 0.000E+00 - 15
10 0 3.126E-03 Freon 15
10 0 2.166E-03 Freon 15
10 0 1.381E-03 Freon 15
10 0 9.879E-04 Freon 15
10 0 6.242E-04 Freon 15
9.7 o] 4.537E-04 Freon 15
10 0 3.831E-04 Freon 15
5.6 0 0.000E+00 - 15
5.8 0 6.761E-04 Freon 15
5.5 0 0.000E+00 - 15

7

Pinf Rhoinf
PSIA SLUGS/FT3

.072892 5.9895(-5)
.073958 6.1655(-5)
.072671 5.9568(-5)
.073673  6.1444(-5)
.072569 5.9595(-5)
.072492 5.8739(-5)
.205160 1.6070(-4)
202000 1.5414(-4)
J197730  1.4964(~4)
.202710 1.5707(-4)
.198930 1.5210(-4)
.197740 1.4665(-4)
.213220 1.6452(-4)
.209640 1.5667(—-4)
.208280 1.6000(—4)
.210260 1.6042(-4)
.204600 1.5327(-4)
.205100 1.5496(-4)
203510 1.4984(-4)
.199830 1.4953(-4)
.202400 1.5143(-4)
.201480 1.4936(-4)
.200430 1.4917(-4)
.200540 1.4709(-4)
.197440 1.4708(-4)
.197240 1.4299(-4)
.198470 1.4907(-4)
.084081 6.7329(-5)
.087343 7.0404(-5)

HT&P

Flap AOA

(deg) (deg)
15

15
15
15
15
15
15
15
15
15
15
15

15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
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Figure 6 HOLOGRAPHIC INTERFEROMETRY PHOTOGRAPHS FOR NITROGEN INJECTION
AT MACH 11 CONDITION
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ABSTRACT

A preliminary experimental study has been
conducted in which an electron beam, and pitot and total
temperature probes were used to measure the mean and
filuctuating density, and mean static temperature across
a Mach 7.5 turbulent boundary layer over a 4-ft long
€9 sharp cone. The experimental studies were conducted
in the Calspan 96" Tunnel at a free stream Mach number
of 8.5 and unit Reynolds number of 5 x 106. Our initial
use of this technique has demonstrated a potential to
obtain fluctuation measurements up to frequencies
approaching ! MHz. Additiona! improvement is expected
when more advanced optics are used. The mean
rotational temperature through the boundary layer can
be determined from spectra obtained using an Optica!l
Multichanne! Analyzer. The electron gun has proven
highly reliable w... has the potentia; to work at equivalent
densities up to over ]00torr, Further developments are
anticipated employing an electron beam to stimulate a
gas which is examined using a resonant laser technique.

INTRODUCTION

Powertful numerical techniques based on the Navier-
Stokes equations are available for the prediction of
hypersonic viscous flows, Providing these flows are
laminar the acccuracy of the results of the computations
is impressive /Rudy et al (19890,  However if the
hypersonic boundary layers or shear lavers are turbulent,
agreement with measured data is often unsatisfactory as
a result of serious shortcomings in the time-averaged
models used to represent the turbulence. The structure
of turbulent boundary layers hypersonic speeds is poorly
understood. This in part results from the paucity of
measurements to define the fluctuatory characteristics
of the turbulence which is in turn related to the severe
difficulties in developing suitable instrumentation to
make accurate measurements in high Mach number flows.
However without a better physical understanding of the
characteristics of the time dependent properties of these
flows, the validity of turbulence models cannot be
meaningfully evaluated.

Most models of turbulence used to describe
compressible flows have been derived from concepts
developed from low Mach number or other incompressible
flows where fluctuations in thermodynamic quantities
(density, temperature, etc,) are small enough to be
neglected. As the Mach number increases these
fluctuations become more important and a: hypersonic
speeds, they can be the most significant varying
quantities, Furthermore, in many important flows there
are features which pose difficulties in modeling. For
example, in regions shock/boundary layer interactions,
which are regions of intense heating. The way in which
the turbulence responds to the rapid changes in flow
conditions presently poorly understood.

To develop improved models of transition and
turbulence in hypersonic flow, new experimental
techniques are needed to provide basic insight into the

Copyright ® American Institute of Aeronautics and
Astronautics. Inc., 1989. All rights reserved.
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physics of the flows. Because of the high velocities and
small physical scales of the turbulent boundary layers
that can be generated in practical test facilities,
measuring techniques have to be extremely fast-
responding to resolve even the large scale eddies. Probes
using solid sensors, such as hot wire or hot fiber
anemometers, are unsuitable, Techniques in which the
gas itself is excited so that its properties can be directly
monitored appear to be the most viable options. Methods
using electron beams or lasers to induce fluorescence
(EBFT and LIF, respectively) are the two most promising
techniques presently under review. Combinations of the
two have also been proposed fsee for example Caltolica,
et al (1929)), With these techniques a beam of either
electrons or photons is passed through the gas to produce
fluorescence which can be observed optically {see Figure
1\, Providing that the detectors can respond quickly
enough, fluctuations in the density or even temperature
could be resolved up to frequencies in excess of 1| MHz,
The latter measurement requires a complex optical
detector as the spectrum of the emitted light has to be
resolved. Both EBFT and LIF have the added attraction
of being non-intrusive., However, they need special
equipment which in the case of LIF can be expensive,
and relatively undeveloped.

The maximum frequency of the fluctuations that
can be resolved is limited by the size of the region of
fluorescing gas from which light is gathered and by the
speed at which the detectors can respond. In the case
of the former, the dimensions are likely to be of the
order of one millimeter or less and at hypersonic speeds
fluctuations move through this space in less than 1 usec,
The limitation is thus set by the detectors. This problem
is common to both EBFT and LIF methods. Using
available techniques, frequencies of the order of 100 KHz
to 1| MHz can be resolved provided that the fluorescence
intensities and the light gathering properties of the optics
are sufficient for Shott noise difficulties to be avoided,
This noise arises if the frequency of the arrival of
individual photons at the detector is not considerably
higher than that of the phenomenon being observed.

The Electron Beam Fluorescence Technique

EBFT is a well-established method for investigating
rarefied hypersonic flowfields where the number density,
n, is less than about 10 6/ce ( 0.5 torr room temperature
equivalent pressure); see, for example, Davis & Harvey
(197¢). Excellent review papers by Muntz (1968) and
Butterfisch and Vennemann (1974) describe and analyze
the technique in detail and provide references to most,
if not all, of the investigations using it up to their
respective dates of writing, Eariler studies in which
EBFT was applied to less rarefied and, in several cases,
turbulent flows include Boyer and Muntz (1967), Dionne,
Sadowski and Tradif (1967), Cama (1967), Wallace (1968)
whose data was subsequently analyzed by Harvey, et al
(1969), Smith and Driscott (1975), McRonald (1975),
Harvey and Hunter (1975}, Bartlett (1980) and Lin and
Harvey (1987). These references contain a wealth of
useful information on the application of the technique
to aerodynamic problems,




For nitrogen the excitation-emission mechanisms
are we!l understood over the range of densities of interest
for hypersonic aerodynamics (n = 195 to 1020/co).
Molecular nitrogen exhibits significant emissions from
two band systems in the pressure range of interest, At
low pressures, typically less than one torr, the N3 Ist
negative system (1-) is predominant but at higher
pressures the N, 2nd positive (2+) system becomes
increasingly more intense, The excitation-emission
mechanism for the two systems is different,

The N} {1-) system is excited chiefly by direct
inelastic collisions with primary beam electrons (29-50
kV), with a small contribution from scattered electrons
with sufficient energy. In contrast, the N, (2+) system
is excited by low energy secondary electrons which result
from inelastic collisions between primary electrons and
gas molecutes. The N, (24) system becomes increasingly
more important at pressures above 1 torr and dominates
the total emission at higher pressures. The excitation
mechanism of the N, (2.) system does not require
ionization as the upper transition level involving the
neutra! molecule lies well below the N, innjzation level.
The excitation of the N, (24) system can be written:

-

- 3
N Z7) e — N ) e
Ground Low Excited  Lower
state energy neutral energy
Ny secondary state electron
molecule electron of N,

— Nzlkgz Tls ) N hy

Ground Photon
State
(2)

This excitation process has a small cross-section for the
high energy primary electronics but has a large cross-
section for the secondaries formecd from the primary-
ambient gas molecule collisions, The optimum
accelerating voltage has been found experimentally to
be approximately 50 kV for secondary production., 50 kV
also provides good penetration of the beam through a
relatively dense gas, The secondary electron excitation
mechanism should produce a quadratic dependence of
intensity on number density as the cross-section also
includes a number density term., The observed pressure
dependence does in fact show a quadratic relationship
up to 2 to 3 torr (at room temperature), then a roughly
linear dependence at higher pressures. This is due to a
quenching effect wherein the upper energy levels of the
higher vibrational states are partially depopulated through
non-radiative transfer to the lower energy levels, whilst
the lower vibrationa! levels such as the (0,0) and the
(0,10 bands are found to experience a cascading
vibrationa! collision mechanism which populates the
excited states. This cascade process is believed to be
a major factor in the continued linear growth of the
(0,0 band intensity witn increasing pressure whereas the
higher vibrational bands exhibit significant quenching.

Using the 50 kV electron gun, shortly to be
described, calibrations of intensity against density were
obtained using a small test chamber filled with pure
nitrogen. A result is shown in Figure 2 where the density
is expressed as equivalent room temperature (20°C)
pressure, The approach towards a linear behavior as the
density increases can be seen. It should be noted that
the level of density for which calibrations have been

v

achieved is about 180 torr (0.3 kg/m3). Signifciant
attenuation of the electron beam occurs at these densities
but sufficient penetration of 50 keV particles is achieved
for the technique to be viable for wind tunne! studies
where boundary layers are typically | cm or less thick.
Corrections, to account for the reduction in beam current
of the form

ity) = ify=0) e-KQ
where Q = IyQ(‘Jde and K = const
o
suggested by Smith and Driscott (1977) are assumed.

The Shock Tunnel Experiment

The experiment in which the feasibility of using
EBFT to study dense turbulent boundary layers is being
conducted in the 96" shock tunnel at Calspan. A
schematic of the E-beam installation is shown in Figure
3. The model is a 6° semi-vertex angle smooth, sharp
tipped cone set at zero angle of attack. A compact
50 KV gun is installed within the model and the beam
is fired through a small orifice in the surface directly
into the cone’s boundary layer., The gun is shown in
greater detail in Figure 3(b). A single electro-magnet
to focus the beam has been especially designed, It is
shaped to fit within the model and yet finely focus the
beam at a point coincident with the surface, Here the
beam passes through a very small hole in a graphite
diaphragm which is shaped to be flush with the model
surface, The hole allows the electrons to enter the test
flow but effectively isolates the interior of the gun from
the external environment, The gun is continuously
pumped so as to maintain a pressure low eaough for the
directly-heated cathode filament to survive, The gun
has been ruggedly designed to withstand the shock loading
that is inevitable with intermittant wind tunnels, A
Farady cup is placed on the electron gun axis outside of
the test flow to safely capture the beam and record its
current immediately before eac!. test run. The beam,
captured by the Faraday cup can be seen in Figure &(b),

The optical detection system is mounted to the side
of the mode! so as to view the beam in a direction
tangential to the cone (see Figure 4(a)l. The system is
fitted with three slits on to which an image of the beam
is focused by a lens so that three points along the beam
can be viewed simultaneously. Separate photomultiplier
tubes are used for each channel. A common narrowband
optica! interference filter ensures that only light from
the N(2+), 0-0 band, at 337.I nm wavelength is
transmitted to the photomultipliers.

A series of experiments have been conducted at
Mach 8.5 in the 96" Shock Tunnel using the 'A’' nozzle
which has an exist diameter of 24", Time test conditions
were 6 milliseconds using pure nitrogen as the test gas,
The electron beam was located at 55 ins from the apex
of the cone. The mode! was also fitted with conventional
flush mounted transducers to sense the surface pressure
and heat transfer. A rake of total pressure and
temperature probes was mounted on the model, From
their outputs, a profile of the mean velocity at the same
streamwise location as the electron beam was deduced,
The measured pitot and total temperature distribution is
shown in Figure 5 and 6. The measurements are compared
with the Crocco relationship in Figure 7, We see, as
observed in our earlier studies (Holden and Havener),
that a parabolic form for this relationship is a more
accurate representation,
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Calculations using the van Driest compressibility
transformation
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where cy = 0 for a linear relationship and c, = 0.5 for
a parabolic form are compared with the experimental
measurement in Figures 8, 9 and 1.

While the velocity distribution is in reasonably good
agreement with experiment these are significant
difference in the measured and calculated density and
Mach number distributions. The measurements of mean
density with the electron beam where in good agreement
with those from the probe measurements,

Preliminary data from the electron-beam reveal
that the nature of the turbulent fluctuations vary
considerably with distance from the wall, Examples of
traces are shown in Figure 1! which were recorded
digitally using a 800 KHz bandwidth system, The inherent
photomultiplier noise levels were far from insignificant
at these high frequencies as is evidenced by the no-flow
37 torr calibration signa! shown at the bottom of the
figure. Similar noise levels (see the upper trace) were
detected outside the boundary fayer which had a predicted
thickness of 8.49 mm (0,344™ at the beam location. This
level of noise is superimposed on the intermediate traces
also, The existence of intermittant high density spikes
at the mid thickness position and the high level of density
fluctuation at y = 10,2 mm (0,491 which is 16% outside
the nominal edge are notable,

Figure 12 shows examples of the spectra! band
shape of the Nf24) (0-0) transition obtained using an
Optical Multichanne! Analyze (OMA). The OMA consists
of a moderate resolution spectrograph fitted with an
intensified silicon diode array detector, Light integration
time on the detector was & msec. In future work we
will fit theoretic spectra to these spectra to evaluate
the rotational temperatures, and it can clearly seen that
the width of the envelope of the R-branch increases
between the trace for the cold outer-flow and the one
for the hotter room temperature example.

Conclusions

A preliminary experiment has been conducted in
the 96" Shock Tunne! and the viability of using an electron
beam in an intermittant facility to study the time
dependent properties of turbulent boundary layers has
been demonstrated. These experiments have only just
begun and definitive fiuctuation measurements are to be
obtained but it has been shown that the technique has
the potential of resolving fluctuations in density at
frequencies approaching 1 MHz, Improvements in
resolution of the high frequency signals is expected if
more advanced optical detection is used., Spectra have
also been obtained from which mean rotational
temperatures can be deduced. The electron gun has

proved to be totally reliable and has the potential of
operating with flow of at least three times the density
tested here. This would permit its use in experiments
on shock/boundary layer interaction.

Further developments of the technique, possibly in
conjunction with lasers, can be envisaged., The use of
an electron beam to excite the gas which is then
interrogated using a resonant laser technique is attractive
in comparison to the conventional LIF method which
requires powerful lasers to directly induce the
fluorescence. The technique also has attractive
possibilities if applied to multi-constituent flows,
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EXPERIMENTAL STUDIES OF THE EFFECT OF
MASS ADDITION ON THE LOW-ALTITUDE
TURBULENT WAKE BEHIND SHARP SLENDER CONES*

M.S. Holden**
Calspan-UB Research Center
P.O. Box 400
Buffalo, NY 14225

Abstract

An experimental program, conducted in the
Calspan 96-Inch Shock Tunnel, is described in
which studies were made of the effect of con-
trolled mass addition from the conical surface of a
slender cone on the structure and development of
the “low-altitude” turbulent wake. The studies
were conducted at Mach 11 and 13 and at
Reynolds numbers based on the wetted length of
the cone from 15 x 105 to 30 x 106. Measure-
ments of pitot and static pressure, total tempera-
ture, heat transfer, and mass concentration were
made for 10 <X/ /Cp A <80 for three rates of
mass addition. From these studies, we have deter-
mined a quantitative relationship between the rate
of mass addition and the wake velocity for condi-
tions where the boundary laver over the cone is
fully wrbulent. The profile measurements demon-
strated that the viscous wake did not increase sig-
nificantly in size with mass addition, and that
“wake narrowing” may result from fluid dvnamic
as well as electromagnetic phenomena.

1. Intr tion

At altitudes below those where the boundary
layver over a vehicle is transitional or turbulent, the
turbulent diffusion in the near wake does not obey
the simple, seif-similar mixing model suggested by
Townsend.' Such a model was used successfully
by Lees and Hromas? to describe the structure of
the near and far wakes of a body immersed in a
fully laminar boundary laver. The major problem,
as far as theoretical treatment of the low-altitude
wake is concerned, is that an acceptable frame-
work for modeling the development of turbulence
through the base wake and into the near wake
does not exist in hypersonic, high Reynolds num-
ber flows. Also, in these flows, the momentum de-
posited into the wake from the ablating surface of
a reentry vehicle can be considerably larger than

the momentum defect resulting from the drag of
the body; consequently, the structure of both the
mean and fluctuating flowfields could be signifi-
cantly modified by mass addition.

Describing the development of the turbulent
wake from 4 to 100 body diameters behind slen-
der reentry vehicles at low altitudes is a key prob-
lem for those interested in near-wake analysis.
While a knowledge of the turbulence development
over the body and in the base region is important
(as it controls the initial conditions), the change in
fluid mechanics of the near wake region as the
boundary laver over the vehicle changes from
laminar to turbulent remains to be satisfactorily
explained. If large-scale disturbances can be sta-
bilized and the initial turbulent scale size across
the near wake is typically that of the cone bound-
ary layer, then Finson? predicts a decreased wake
diffusion consistent with experimental evidence.
The length of this region of decreased diffusion
will depend on the turbulence modeling, while the
magnitude of the axial wake velocity will depend
on an accurate calculation of the width and mean
properties at the beginning of the turbulent wake.
On both counts. experimental measurements are
required to assist in modeling those regions and to
provide data against which the modelis can be ex-
amined.

It is clear that sharp, non-ablating models
provide wakes that are less complex and, hence,
make the most suitable comparison with theory.
In most practical situations. however, cone rough-
ness, nose-tip bluntness. and mass ablation sig-
nificantly influence the structure and development
of the near wake. It is the interrelationship be-
tween these effects and the near wake velocity
that is most easily investigated in a wind tunnel
program. The Mach number and Reynolds num-
ber conditions at which turbulent boundary lavers
are formed on vehicles traveling at reentry veloc:-
ties can be duplicated in the Calspan 96~Inch
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Shock Tunnel. We can also cover the range of the
mass blowing parameter (2m)/(ouA) from the low
ablators, such as graphite and carbon phenolic, to
the high ablators. such as Teflon and asbestos
phenolic. Here, we have the advantage of being
able to vary the rate of mass addition from the
surface of the cone independently of the position
of transition on the cone and the velocity of the
freestream.

In the experimental studies described in the
following sections, measurements were made to
investigate the structure and properties of the tur-
bulent near wake of a slender cone for freestream
conditions under which a turbulent boundary
layer is developed over the model surface. Con-
trolled amounts of mass were added into the flow
from the conical surface of the model. The studies
were conducted at Mach 11 and 13 for a range of
mass injection rates that covered the range that
can be anticipated under flight conditions. In the
following section, we describe the test program,
the model and survey rake instrumentation, and
other diagnostic techniques. The results of the ex-
perimental studies are then discussed, compared
with measurements made in earlier studies, and
used to determine the effect of mass addition on
the centerline velocity and the turbulent wake de-
velopment.

2. Experimental Program

Utilizing the capabilities of the 96-Inch
Shock Tunnel at high Mach number, we can gen-
erate the Reynolds numbers required to obtain a
fully wurbulent boundaryv laver over the model.
The mass addition to the wake from surface
ablation can be simulated by injecting gas through
the porous conical surface of the modei. CO, can
be used as an injectant to simulate ablation prod-
ucts, as its molecular weight is typical of the aver-
age of those of the ablation products. The
mass-addition rates from the conical model were
selected so that they spanned the range from light
to heavy reentry-vehicle ablation rates
(0<(2m)/(pUAc) <0.008). Typical free-
stream conditions for the Mach 11 and 13 test
conditions are shown in Table 1. The sharp 8°
half-angle cone used n the experimental study
had a base diameter of 10 inches, so, when tested
in the 48-inch contoured nozzle of the shock tun-
nel, the model allowed us to measure profiles up
to 80 drag diamcwers tehind the body. The test
matrix emploved in this program is shown in Table

to

I1. Earlier studies at Calspan and at TRW# have
indicated that the wall-to-freestream stagnation
temperature ratio of the model may have an im-
portant effect on wake velocity. For this reason,
this ratio was held between 0.15 and 0.18, closely
matching the ratios found in full-scale flight tests.

2.1 ]l and In mentation

2.1.1 Mass-Addition Model

To simulate the flow over an ablating reentry
vehicle, we designed and constructed a model
from which mass can be injected through the
conical surface from a self-contained reservou
within the model. A schematic diagram and pho-
tographs of the model, the model assembly, and
the model suspended in the 96-Inch Shock Tun-
nel are shown in Figures 1 and 2. The mass is
injected from the surface of the cone, beginning
downstream of the point at which a fully devel-
oped turbulent boundary layer flow is established
over the model under high Reynolds number con-
ditions at both Mach 11 and Mach 13. The model
is constructed in two parts: an inner reservoir and
valve assembly, and an outer conical shell through
which the gas is ejected. The gas contained in the
reservoir is released through a pair of fast-acting
“Valcor” valves, which are connected through a
system of metered orifices to chambers formed in
the annulus between the reservoir and the outer
porous shell. The pressures in the reservoir, across
the choked orifices, and in the chambers were
monitored to provide information on flow estab-
lishment and mass flow rate through the model.
By controlling the flow through the orifices, we
can simulate the rates of ablation (2m)/(ouA)
from beryllium to Teflon-coated vehicles at high
and low altitudes from Mach 8 to 15. Equilibrium
flow of the injectant is established through the
model in less than 5 milliseconds; so, when the
Valcor valves are triggered from an acceleration
switch located on the driver, steady mass flow has
been established through the surface of the cone §
milliseconds before tunnel flow establishment. For
experiments performed in this sequence, the time
to establish the recirculation region and wake is
independent of mass addition.

2.1.2 rvey Rake Instrumentation

The survey rake shown in Figures 2 and 3
contains five types of probes: total temperature,
pitot pressure, static pressure, thin-film heat
transfer, and mass (gas) sampling. In the present
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studies, we used the pitot and static pressure
gages, total temperature and thin-film gages, and
gas-sampling probes to obtain the mean proper-
ties of the wake.

2.1.3  Pitot and Static Pressure Gages

The pitot pressure gages used in the survey
rake were constructed using a quartz crystal
mounted to a diaphragm with a sensitive area of
less than 0.01 square inch. The transducer is sup-
ported in a probe 0.125 inch in diameter. The
basic calibration of the pitot probe yields typical
accuracies of +2%, which, combined with record-
ing errors, lead to potential errors of £6% in the
mean value.

Five static pressure gages were used in the
present study to measure the mean variation of
static pressure in the wake along and perpendicu-
lar to the axis of symmetry. Each gage, shown in
Figure 3, is constructed by placing a small static
pressure head over a Calspan 1/8-inch piezoelec-
tric pressure transducer.

2.1.4  Platinum Thin-Film Gages

Each thin-film gage, shown in Figure 3, is
formed by depositing a thin platinum film having
dimensions of 0.03 inch by 0.002 inch in the stag-
nation region of a quartz hemisphere cylinder, 0.1
inch in diameter. The gages used in the present
studv are coated with a 0.1-micron laver of mag-
nesium fluoride to improve their abrasion charac-
teristics. These gages have a frequency response
of up to 1 MHz, so they are ideal to measure the
intermittency of the flow, thus enabling the
boundaries of the turbulent wake to be identified.
Outside the wake boundaries, the mean output of
the thin film was related directly to the stagnation
temperature of the flow, thus enabling us to check
the total temperature observations made with total
temperature gages.

2.1.5 Totai Temperature Gages

Each iotal temperature gage used in the ex-
perimental program is a resistance thermometer,
constructed by suspending a tungsten wire be-
tween two steel needles mounted 0.030 to 0.040
inch apart. In our earlier tests, we found that it
was necessary to employ tungsten wires 0.0002
inch in thickness to ensure survival in our severe
dynamic pressure environment. However, further
development testing has resulted in a design with
0.0001-inch tungsten wire, spot-welded to the
needles and strengthened at each junction by

electroplating copper between the tungsten wire
and its supports.

2.1. as—-Sampling Measurements

The gas-sampling probes used to measure
the concentration of injectant across the wake
were originally developed in support of air-
breathing propulsion diagnostics. Each probe,
shown in Figure 4, takes a direct sample of the gas
flow in which it is placed, so that the composition
of this sample can be determined later by mass-
spectroscopic techniques. The gas sampler opens
at a preselected time during the steady test flow
and remains open for a period of 2 milliseconds,
or less, to collect a 6cc sample. To prevent dilu-
tion of the sample, the probes and sample bottles
are evacuated prior to the run. The relative con-
centrations of N; (the freestream gas) and CO;
{(the injected gas) were determined using the
mass—spectrometer rig assembled for this purpose
and shown in Figure 5.

3. Discussion of Experimental Measurements

3.1 Measurements on Conical Model

Measurements of heat transfer and pressure
were made on the conical surface and in the base
region of the sharp 8°-conical, 10-inch-base-di-
ameter models. Pressure transducers mounted in
the reservoir and across the choked orifices in the
mass-—addition model were used to set up and
monitor the injection of mass through the orifices
in the cone surface. The relationships between
mass—addition rates and the reservoir and orifice
pressures were determined prior to the major tun-
nel program. Here, the mass-addition model was
placed in a reservoir of known volume, and the
mass-addition rate to this volume was determined
from observations of the time history of the reser-
voir pressure. The heat transfer measurements
(using thin-film gages) on the surface of the cone
demonstrated that, at both Mach 11 and Mach
13, transition was completed within 25% of the
wetted cone length; thus, the momentum defect in
the turbulent boundary layer at the base of the
cone was within 95% of the fully turbulent value.

The measurements of base pressure made at
Mach 11 and 13 in the absence of mass addition
can, in Figure 6, be seen to be in good agreement
with flight measurements and correlations ob-
tained earlier by Cassanto.® These measurements
strongly support the contention that the shear




layer in the base wake retains fully turbulent char-
acteristics at the wake neck. The increase in base
pressure with mass-addition rate from the cone
surface, found in the present experimental stud-
ies, has also been observed in flight tests, as re-
ported by Cassanto® and Batt.? These observations
are presented in Figure 7. The increase in base
pressure with mass addition is a consequence of
the modification by mass addition of the momen-
tum distribution close to the dividing streamline in
the shear layer. Here, the Chapman-Korst rela-
tionship would predict a decrease in the pressure
rise at the wake stagnation point and, hence, an
increase in base pressure. The studies by both
Cassanto and Batt indicate that a pressure gradi-
ent exists across the base of the models, and
measurements made at Calspan® support these ob-
servations.

3.2 _Measurements in the Near Wake

Measurements of pitot and static pressure,
total temperature, species concentration. and total
heat transfer were made across the wake behind
the cone model at a series of downstream stations
between 10 and 80 drag diameters behind the
base. Table Il shows a diagram of the test matrix.
The measurements of pitot pressure, static pres-
sure, temperature, and relative CO,/N,concentra-
tions at each point in the wake were combined to
vield the velocity defect along and normal to the
wake axis. The fluctuating outputs from the thin-
film (total heat transfer) gages were examined to
provide a measure of the wrbulent wake width.

3.3 Measurements Without Mass Addition

The measurements of the velocity defect
made at Mach 11 and 13 for flows without mass
addition are compared, in Figure 8, with the cor-
responding measurements made in an earlier
study behind a sharp 8° cone with a base diame-
ter of 6.7 inches. The good agreement between
these measurements reaffirmed the choice of
X/,/Cp A as a parameter of key importance in
correlating velocity measurements behind vehicles
of different sizes. The agreement between the lev-
els of velocity defect in the wakes at Mach 11 and
13 is to some extent fortuitous. In developing the
maximum Revnolds number at each test condi-
tion, we operated the tunnel such that
(Tcone/TstacyaTion) was slightly larger at
Mach 11 than at Mach 13. Qur current under-
standing of the problem suggests that this would
tend to bring the velocity measurements at Mach
11 and 13 closer together than would be the case

if (Tcone/TsTacNaTION)WETE held constant. It is
clear that the velocity decay in the wake under
conditions where the boundary layer over the
cone is turbulent is significantly less than the 2/3
law predicted by the Lees-Hromas theory for
laminar boundary layer conditions over the cone,
and shown by earlier wind tunnel measurements
at lower Mach number and Reynolds number con-
ditions.

.4  Measurements With Mass Addition

The structure and development of the wake
was examined for values of the mass-addition pa-
rameter (2m)/(ouA) of 0, 0.04, and 0.08, which
correspond to the nominal ablation rates from ve-
hicles coated with graphite, silica phenolic, and
Teflon, respectively, and traveling at reentry ve-
locities. However, the main intent was to examine
how mass addition affects the centerline velocity
and the structure of the near wake. In fact, the
experiments were performed at conditions close to
those encountered in reentry.

The measurements of axial variations of
pitot pressure and total temperature are shown in
Figures 9 and 10 for the three levels of mass addi-
tion. We see that increasing the mass-addition
rate decreases both the total temperature and the
pitot pressure on the wake axis. These measure-
ments also exhibit a decrease in the axial gradi-
ents of properties with increased mass addition.
Both of these observations, we will see later, are
reflected in marked changes in the magnitude of
the axis velocity.

A typical development of the pitot pressure
profile with downstream distance is shown in Fig-
ure 11. Here, the position of the wake shock is
well defined close to the body but becomes more
diffuse with downstream distance. While the wake
shock is moved out by mass addition, the increase
in wake width is insufficient to account for the in-
crease in momentum defect resulting from mass
addition. Consequently, an increase in the veloc-
ity defect must occur.

The development of the velocity profile with
downstream distance is shown in Figure 12 for a
condition without mass addition. Here, we have
determined the edge of the viscous wake with the
aid of the fluctuation measurements made with
the thin-film gages. We see that the non-~dimen-
sionalized profiles become measurably “fuller”
with downstream distance. This non-similar de-
velopment is at variance win e current wake
models, and our measurements suggest that this
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non-similar development is an inherent feature of
turbulent wakes at high Reynolds numbers.

A unique series of wake measurements
made in the present program were those obtained
with the concentration (gas-sampling) probes. A
typical set of concentration measurements depict-
ing the development of the distribution across the
wake is shown in Figure 13. These measurements,
made at Mach 11.3 for (2m)/(ouAd) = 0.085,
demonstrate that the diffusion of the injectant
does not occur in a self-similar fashion. The rapid
mixing that occurs at the outer edge of the wake
causes a rapid dilution of the CO;,. While the mass
flux at the edge of the wake is significantly larger
than the axis value, this effect alone is insufficient
to produce the rapid dilution observed. If the ab-
lation material covering a reentry vehicle influ-
ences the electron concentration in the wake. the
fluid dynamic effect described above may itself af-
fect the wake velocity to produce an effective
wake narrowing. The effective fluid dvnamic wake
narrowing described above and the non-similar
development of the velocity profiles may combine
to yield an axial distribution of wake velocity very
different from the equivalent distribution for lami-
nar flow over the cone.

The measurements of the variation of cen-
terline velocity with downstream distance and
mass-addition level made at Mach 11 and Mach
13 are shown in Figure 14a and Figure 14b, re-
spectively. We see that mass addition from the
cone surface causes a significant increase in the
axial wake velocity defect. Mass addition also de-
creases the rate at which the velocity defect
decays with downstream distance. The measure-
ments at Mach 11 and 13 are compared in Figure
15, and we see that both the absolute velocity and
the rate of velocitv decay do not appear to be
strongly influenced by Mach number.

The variation of centerhine velocity defect
with the momentum defect in the wake
(Cr + (2m)/(ouA)) is shown for Mach 11 and for
Mach 13 in Figure 16 and Figure 17, respectively.
We see that, at a given distance behind the body,
the velocity defect increases uniformly with mass
addition. While the velocity defect is largest close
to the body, the observed trend appears relatively
independent of downstream position or Mach
number.

A major objective of the present program
was to determine the magnitude of and mecha-
nisms associated with the increase in fluid dv-
namic wake velocity with mass addition. We are

interested in the increase in velocity that occurs
with the addition of mass through an initially tur-
bulent boundary layer. Even of greater interest is
the velocity jump that occurs in the wake as the
boundary layer over the vehicle goes from laminar
to turbulent with mass addition, for this is the ve-
locity jump of greatest relevance to those inter-
ested in reentry. The velocity defect jump ratio
(VMmass appiTion/VTURB) determined from the
measurements with and without mass addition for
a condition that induces turbulent boundary layers
over the model is shown in Figure 18. We see that
this ratio is strongly dependent on mass—addition
rate and relatively independent of downstream
distance and Mach number. The centerline veloc-
ity defect jump ratio from laminar to turbulent
with mass addition, calculated with the aid of
measurements made in our earlier test program, is
presented in Figure 19. Also shown are calcula-
tions from the semi-empirical method presented
by Holden in an earlier test program. We see that
a velocity jump by as much as a factor of 5 can
occur for high levels of mass ablation. While the
prediction method overpredicted the turbulent-
to-turbulent-with-mass-addition jump, it is in
good agreement with the velocity jump shown in
Figure 19. We believe that these results re-em-
phasize the importance of the fluid dynamics in
the phenomenology of low-altitude wakes.

4. Conclusions

Experimental studies have been successfully
conducted to determine the effect of mass addi-
tion on the properties of the turbulent wake.
Measurements in the wake at stations
15< X/ /Cp A < 80 have been made for values of
the mass-addition parameter (2m)/(ouA) from 0
to 0.08. The measurements have suggested a
strong relationship between wake velocity and
mass addition. Our studies suggest that the in-
crease in the wake velocity may result both from
the direct increase in this velocity with mass addi-
tion and from fluid dynamic effects that tend to
“weight” the velocities at the wake center.

Nomenclature
A Base Area
Cp Drag Coefficient
Cy Skin Friction on Cone
H Total Enthalpy




M Mach Number

M; Incident Mach Number

m Mass-Addition Rate/Unit Area
P Pressure

Pgp Base Pressure

P’ Static Pressure Fluctuation

Py Pitot Pressure

0.q Dynamic Pressure

R Base Radius

Relft Unit Reynolds Number

Rep Reynolds Number at Diameter
r Radial Dimension

T Temperature

U, u Velocity

Up Base Velocity

U, Local Velocity on Cone

U, Velocity Outside Wake

V Velocity

Viazass appition Mass-=Addiuon Velocity

Vrere  Turbulent Velocity Conditions

X Wake Length

Y Wake Width

GREEK SYMBOLS

AU =U,-U

u Viscosity

1Y Density

SUBSCRIPTS

0 Under Stagnation Conditions

CONE Conditions Over Cone

L Under Laminar Conditions

MASS Under Mass-Addition Conditions

NO MASS Without Mass Addition

STAGNATION  Under Stagnation Conditions

1)

2)

)
~—

4)

5)

6)

8)

Under Turbulent Conditions
At-Wall Conditions
Centerline Value

Freestream Value
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STUDIES OF THE MEAN AND UNSTEADY STRUCTURE OF
TURBULENT BOUNDARY LAYER SEPARATION
IN HYPERSONIC FLOW*

M.S. Holden**
Calspan-UB Research Center
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Abstract

An experimental study in which surface
and flowfield measurements were made has been
conducted to examine the structure of turbulent
flow separation over large cone/flare configura-
tons. This study was conducted in Calspan’s
96-Inch Shock Tunnel, at Mach numbers of 11,
13 and 16, and at Reynolds numbers up to 100 x
108. Surface heat transfer and pressure measure-
ments were made in attached and separated flows
at the cone/flare junction for 30° and 36° flare
angles. Flowfield surveys were made in the sepa-
rated region with pitot pressure and total tempera-
ture rakes. Holographic inteferometry and
Schlieren photography were used to obtain details
of the flowfield structure. This study suggests
that, in hypersonic flow, the separation region ex-
tends only a very small fracuon of the boundary
layer thickness and is a highly unsteady process.
Only by emploving instrumentation with frequency
response high enough to follow the unsteady
movement of the separation shock is it possible to
determine the fundamental structure of flow sepa-
raton in turbulent hypersonic flows.

1. Introduction

The emergence of advanced high-speed
compuung capabilities and numerical techniques,
coupled with major increases in the need for nu-
merical solutions to the full and reduced Navier-
Stokes equations, has resulted in a refocusing of
both pure and applied experimental research. Di-
rect experimental simulation of compiete aerody-
namic configurations has in the past been the
backbone of design efforts for new aerospace ve-
hicles. However, recent applied expenmental re-
search has been increasingly directed toward
acquiring more detailed measurements on seg-
ments of such configurations for code “validation”
purposes. This is parucularly true for hypersonic

vehicle design, where complete experimental
simulation is difficult above Mach 13. Likewise, in
pure research, the role of recent experiments has
been increasingly one of providing insight into the
macroscopic modeling of the flow (e.g., turbu-
lence modeling) rather than as a means of con-
structing and validating gross flowfield models. In
both cases, there is an increasing emphasis on the
determination of flowfield properues. which, in
mc..y cases, provides the more direct and defini-
tive evaluation of the modeling empioyed in the
codes. Also, the increased emphasis on turbulent
interacting and separated flows has resuited in a
key need for uime-~resolved measurements over a
broad frequency range. These requiremenits place
a premium on flow quality and duration of tests,
as well as on sophisticated high-frequency surface
and flowfield instrumentation.

Recently, intense use of numerical solutions
of full or reduced time-averaged Navier-Stokes
equations has resulted in significant progress in
the development of efficient and stable numerical
algorithms and in greater understanding of grid-
ding techniques. However, little real progress has
been made in developing the fluid mechanical
models required for these codes. In many in-
stances, the phenomena of greatest imporance in
the aerothermal design of advanced vehicles are
also the most difficult to model in the codes. The
aerothermal loading and flowfield distortion that
often accompany regions of viscous/inviscid inter-
action in hypersonic flow present some of the
most important and difficult problems for both the
designer and the predictor. Compressibility ef-
fects, shock/turbulence interaction, and the gross
instabilities associated with separated flows must
also be studied. In hypersonic flows, modeling of
turbulence in regions of strong pressure gradients,
embedded shocks, and separated flow is a key
problem.

This work was supported by the U.S. Air Force under AFOSR Contract No. AFOSR-88-0223. This
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To provide the information required to
construct and verify the turbulence models used in
the codec, flowfield measurements and direct
measurements of skin friction and heat transfer
must be obtained. Surface pressure data provide
litle information to validate codes and do not
provide insight for turbulence modeling. To un-
derstand the structure of hypersonic turbulent
boundary layers and shear layers as well as bound-
ary layer separation in regions of shock wave/
boundary layer interaction, we must understand
the structure of the flow at the base of the bound-
ary layer (at the wall and sublayer of the turbulent
flow). For separated flows, such measurements
can be made only with nonintrusive techniques
with high spatial resolution on large models. As
difficult as it is to make such measurements in
high-enthalpy hypersonic flows, only by obtaining
both the mean and fluctuating components of
these flows can sufficicnt evidence be obtained to
construct meaningful models of these flows.

For the last four years, we have embarked
upon a program to design, develop, and construct
the experimental tools required to: (i) make mean
and fluctuating surface and flowfield measure-
ments, and (1) provide the insight and model vali-
dation required to develop detailed numerical
solutions that would form the basis for future pre-
dictive capabilities. We have also pursued design
studies and a shock tunnel modification program
to provide a test capability tailored to generate
flows of the highest quality and duration for fun-
damental studies of turbulent hypersonic flows.
Instrumentation already developed includes mini-
ature pitot pressure and total temperature probes
for high~enthalpy, high Reynolds number flows,
and a range of unique surface instrumentation.
Two flowfield measurement techniques have also
been developed specifically for shock tunnel stud-
ies of high Reynolds number hypersonic flows.
Electron-beam fluorescence instrumentation was
developed specifically to make mean and fluctuat-
ing density measurements in turbulent boundary
layers at pressures up to 100 torr. Holographic
interferometry techniques are being developed to
measure flowfields in complex shock interaction
regions. Presently, we are constructing and testing
a series of unique models that will enable us to
develop and explore the flow phenomena that we
believe are central 10 developing prediction tech-
niques that accurately describe complex interact-
ing turbulent flows, with embedded separated
regions.

This paper describes a program of experi-
mental research to examine the mean and fluctu-
ating boundary and shear layer structures in
regions of strong pressure gradient and flow sepa-
ration over models in hypersonic flows. Section 2
describes the objective and design of the experi-
mental program, and the facilities, test conditions,
models, and instrumentation used in the study.
The results of the preliminary study are described
in Section 3. In Section 4, we discuss the design of
our current program. The conclusions of the pre-
liminary study are summarized in Section 5.

<. Experimenta! Program

B TOgram jectives an sign of th
Experimental Study

The major objective of this study was to de-
velop and use models and instrumentation to ob-
tain detailed measurements of the profile
characteristics of a turbulent boundary layer
ahead of and through regions of flow separation
induced by shock wave/boundary layer interaction
over a large cone/flare configuration. Such meas-
urements are of key importance in evaluatir. the
theoretical modeling of the turbulent separation
process in hypersonic flows. As discussed in the
introduction, current turbulence models are inca-
pable of describing the complex development of
turbulence in regions of strong pressure gradients
and boundary laver separation in hypersonic flow.
For these flows, we believe that compressibility,
shock/turbulence interaction, and gross flow un-
steadiness are important under hypersonic highly
cooled wall conditions. In hypersonic high
Reynolds number flows over highly cooled walls,
the “wall layer,” in which our earlier studies! have
suggested separation first takes place, and which
contains the principal information on the charac-
ter of the boundary layer, is very thin. Boundary
layer thicknesses of over 1 inch are required to
enable this layer to be probed with the required
resolution. While turbulent boundary layers origi-
nating on the walls of hypersonic nozzles have
been used as sources of thick turbulent boundary
layers in experimental studies, it has been shown
that significant turbulent non-equilibrium effects
can exist in these nozzle flows2. The distortion of
the structure and turbulent characteristics of the
boundary layer generazied through the strong ex-
pansion in the nozzle can persist well downstream
of the nozzle exit plane and can significantly influ-




ence the characteristics of a separating turbulent
boundary layer.' For this reason, we elected to
perforr a study to examine the characicristics of
the constant-pressure turbulent boundary layer
ahead of and in regions of shock wave/boundary
layer interaction on a large slender cone/flare
configuration in the large contoured “D” nozzle in
the Calspan 96-Inch Shock Tunnel. The tech-
nique employed in the design of the “D" noazzle,
and indeed most contoured nozzles, is such that
the test core is a cone-shaped region of uniform
flow that originates well upstream of the exit
plane. Thus, by designing a conical model so that
it can be fit within this uniform conical region, it is
possible to develop a constant-pressure boundary
layer over a large conical model that extends well
into the contoured nozzle. The ultimate objective
of the overall program is to obtain both mean and
fluctuation measurements on the surface and
across the turbulent layer. However, during this
preliminary study. we concentrated on obtaining
measurements of the mean properues across the
viscous layer—more specifically, measurements of
the pitot pressure, tota! temperature, tota! heat
transfer rate. and (using holographic int-
erferometry) the mean dencty distribution.

Condiions

The experimental study was conducted in
the Calspan 96-Inch Shock Tunne! at Mach 11,
13, and 16 for Reynolds numbers from 30 x 106 to
80 x 105. Under these conditions, the boundary
laver is fully turbulent well upstream of the cone/
flare junction, and, as discussed in the following
section, the measurements of heat transfer were in
good agreement with prediction techniques based
on a large number of measurements on highly
cooled walls in high Reynolds number hypersonic
flows. The test conditions at which the studies
were conducted are listed in Table 1.

The facility and its performance character-
istics are described in Reference 3. The shock
tunnel is basically a “blowdown tunnel” with a
shock compression heater. The 96-inch shock
tunnel used in this study is shown in Figure 1la.
The operation of the shock tunne! in the re-
fiected-shock mode is shown with the aid of the
wave diagram in Figure 1b. The tunnel is started
by rupturing a double diaphragm, permitting high-
pressure helium in the driver section to expand

Table 1
TEST CONDITIONS, LARGE 6° CONE
AR N,
3.4.6 6.7 9 5.10-1%

M, 3.345E+00 3.633E+00 4.200E+00 2.635E+00
polpsia) 7.216E+03 1.760E+04 1.705E+04 5.430E+03
Ho(f1*/sec?) 1.825E407 2.147E+07 2.795E+07 1.287E+07
To(°R) 2.717E+03 3.104E+03 3.875E+03 1.939E+03
M 1.096E+01 1.301E401 1.543E+01 1.111E+01
U(ft/ sec) 5.922E+03 6.458E+03 7.404E403 4.981E+03
T(°R) 1.214E402 1.026E+02 9.574E+01 8.065E+01
Pe(psia) 9.172E-02 7.345E-02 1.860E-02 6.698E-02
g (psia) 7.721E400 8.712E+400 3.104E+00 5.800E+00
0 (slug/ft®) 6.340E-05 6.038E-05 1.631E-05 6.734E-05
o (slug/ft] sec) 1.021E-07 8.634E-08 8.054E-08 6.783E-08
Re/ft 3.680E+06 4,544E+06 1.499E406 4.945E+06
po’ (pitor) (psia) 1.431E+01 1.619E+01 5.798E+00 1.070E+01




into the driven section. This generates a normal
shock, which propagates through the low-pressure
air. A region of high-temperature, high-pressure
air is produced between this normal-shock front
and the gas interface (often referred to as the
contact surface) between the driver and driven
gases. When the primary or incident shock strikes
the end of the driven section, it is reflected, leav-
ing a region of almost stationary, high-pressure,
heated air. This air is then expanded through a
nozzle to the desired freestream conditions in the
test section.

The stagnation and freestream test condi-
tions were determined based on measurements of
the incident shock wave speed, Uj, the initial tem-
perature of the test gas (in the driven tube), T,,
the initial pressure of the test gas, p,, and the
pressure behind the reflected shock wave, p,. We
calculated the incident shock wave Mach number,
M;=U,/a,, where the speed of sound, @) is a
function of p; and T,. The freestream Mach
number, A ., was determined from correlations of
M. with M, and p,. These correlations were
based on previous airfiow calibrations of the “D”
nozzle used.

Freestreamm test condituons of pressure,
temperature, Revnolds number, etc., were com-
puted based on isentropic expansion of the tes:
gas from the conditions behind the reflected
shock wave to the freestream Mach number. Rezl
gas effects were taken into account for this expan-
sion under the justified assumption that the gas
was in thermochemical equilibrium. In the
freestream, the stauc temperature, 7., was suffi-
ciently low that the ideal gas equaton of state,
Pe = 0R7T. was apphicable, where K is the gas con-
stant for the test gas.

The stagnation enthalpy, H,. and tempera-
ture, T,. Of the gas behind the reflected shock
wave (shown as region 4 in Figure 1b) were calcu-
lated from:

Ho = (Hy/H\)H, and To= (T/T) Ty (1)

where (H/H;) and (T,/T,) are functions of U;
{or A;) and pi and are given in Reference 4 for
air. H, was obtained from Reference 5 for air,
knowing P1 and T;.

The freestream static temperature was
found from the energy equation, knowing K, and
M.,

H, 1
T. =T(-———_——(“" ]) ) (2)
F 1+I—2——‘\1 2

where ¢, = 6006 fi-lb/slug/R° and y = 1.40.

The freestream static pressure was calcu-
lated from

-y
=2 &= e (y-l) 3
Pe Ppp0(1+ 2 M‘)
P .
where P _ pe/podrEAL )

Pp (P=/Po)IDEAL

is the real gas correction to the ideal gas static-to-
total pressure ratio as described in Reference 6.
The sources for the real gas datz used in this tech-
nique are References 7 and 8.

The freesiream velocity was determined
from

U. =M.a, ()

where Ge = yyRT, »

(6)

the speed of sound.

The freestream dynamic pressure was
found from

9. =1/2pM ] (7)

and the freestream density then was calculated
from the ideal gas equation of state

0. =p./R—T. (8)

where K = 1717.91 fi-lb/slug/R°® for air. Values of
the absolute viscosity, u, used 10 compute the
freestream Reynolds number per foot were ob-
tained using the technique described in Reference
4.

The test section pitot pressure, p,', was de-
termined from 9. and the ratio (p,'/q.)- This




ratio has been correlated as a function of M. and
H, for normal-shock waves in air in thermody-
namic equilibrium.

For the test conditions at which our study
was conducted, the uncertainty in pitot pressure
measurements from errors in calibration and re-
cording is +2.5%. The reservoir pressure can be
measured with an uncertainty of $2.0%, and the
total enthalpy (H,) can be determined from the
driven tube pressure and the incident-shock
Mach number with an uncertainty of +1.5%.
These measurements combine to yield an uncer-
tainty in the Mach number and dynamic pressure
measurements of +0.8% and +3.5%, respectively.

2.3 A 1< _ard Instrumentation

2.3.1 Cone’Flare Model

As discussed in the previous subsection, the
large conical region of uniform flow that extends
well into the contoured “D" nozzle allows us to
generate a constant-pressure boundary laver on a
conical model that extends into the nozzie.

For this study, we selected a large 6° cone
with flares of 30° and 36° atached at its base.
The cone/flare configuration is shown in Figure Z.
The cone angle and lengith were selected, on the
basis of calculations, to achieve the maximum
length over which uruform constant-pressure flow
could be established within the further constraints
of tunnel blockage and sting loading. A diagram
of the cone/flare model and its positioning within
the “D" nozzle is shown in Figure 3. In an initial
experiment to demonstrate that this large model
could be used to produce the required flow, we
obtained pressure and heat transfer for this model
equipped with both sharp and blunt nosetips. The
good agreement between the measured pressure
and heat transfer distributions and theory for
these configurations, shown in Figures 4 through
8, is described in Section 3 and demonstrates that
the design and positioning of the model have pro-
duced the required testing environment.

Platinum thin-film instrumentation was
used to obtain heat transfer measurements on the
surface of the cone/flare model and as the sensing
element of the 0.05-inch-diameter stagnhation
heating probes. Because each of these gages has a
1-MH: frequency response, it can be used to ex-
amine the unsteady charactenstics of the turbulent
boundary laver and separated region. The large

gradients that are generated 2long the walls and in
the flow in the separation and reattachment region
of shock wave/boundary laver interactions make it
essential that distortion of the heat transfer distri-
bution resulting from lateral heat conduction be
minimized by employing models constructed with
low-conductivity materials. The Pyrex-backed
thin-film gages, with their high resolution, sensi-
tivity, and frequency response, are almost ideal
for this type of study. The platinum thin-film
probes shown in Figure 9 were used, in conjunc-
tion with the total temperature instrumentaton, 1o
examine the structure of the turbulent boundary
layer and shear layer.

The thin-film heat transfer gage is a resis-
tance thermometer that reacts to the local surface
temperature of the model. The first step of the
data reduction was to convert the measured volt-
age time history for each gage 10 a temperature
time history, taking into account the gage resis-
tance, the current through the gage, the gage cal-
bration factor, and the amplifier gain. The theory
of heat conduction was used to relate the surface
temperature to the rate of heat transfer. The plat-
num resistance element has negligible heat capac-
ity and, hence, negligible effect on the Pyrex-
substrate surface temperature. The substrate can
be characterized as being homogeneous and iso-
tropic. Furthermore, because of the short dura-
tion of a shock tunnel test, the substrate can be
treated as a semi-infinite body. The final data re-
duction was done using the Cook-Felderman® al-
gorithm.

The Stanton number, Ck, based on the
freestream condiuons, was calculated from the
following
q

Cy=
H = ooU. (Ho -~ Huw)

&)

where H, is the enthalpy at the measured wal
temperature.

For the thin-film heat transfer instrumenta-
tion, the uncertainties associated with the gage
calibration and the recording equipment are esti-
mated to be +5% for the levels of heating obtained
in the preliminary study.




1.an ic Pressure

strymentation

Calspan-designed and constructed piezo-
electric pressure transducers mounted in pitot
pressure rakes, and beneath orifices in the model
surface, were used to obtain the mean pitot pres-
sure through the boundary layer and the static
pressure along the surface, respectively. The pitot
pressure gages had 0.030-inch orifices and were
staggered as shown in Figure 9 to achieve a trans-
verse spacing of 0.010 inch at the base of the
boundary layer.

The pressures were converted to absolute
pressures (psia) by adding the measured initial
vacuum pressure in the test section. The latter was
the reference pressure for the transducers. The
pressures were then averaged over the time inter-
val of steady flow 1o obtain an average value for
each case. The values of the pressure coefficients,
Cp, were calculated from

Cr=rp/(1/20, U} ) (10,

where p was the measured model pressure (psiz).

The uncertainties in the pressure measure-
ments associated with the calibration and record-
ing apparatus are #3%. Again, the variations
asscciated with the unsteady nature of the fluid
dynamics can be as large as +15%.

34 | Temperature Instrumentation

A significant effort was devoted to the de-
sign and development of a total temperature page
that responded within 2 milliseconds, withstood
the large stauc and dynamic pressures generated
in regions of shock/boundary layer interacuon in
the shock tunne] flows, and was small enough to
resolve the total temperature in the wall layer.
The result of this development was a gage 0.030
inch in diameter that uses a 0.0005-inch butt-
welded iron/constantan thermocouple in the ar-
rangement shown schematicaily in Figure 10. The
typical response of one of these gages (Figure 11)
clearly shows that we have adequate time to ob-
tain accurate measurement. A small amount of
radiation (2% of full scale) is applied, and this
factor is checked for measurements in the
freestrearn, where the total temperature is known
accurately. The gapes were deployed in a stag-
gered array (Figure 9) similar to that employed
for the pitot pressure gages.

Vi jzation

We used a single-pass Schlieren system
with a focal length of 10 feet for flow visualization
in these studies. The horizontal knife edge used in
these studies was adjusted to give between 15%
and 50% cutoff. A single microsecond spark was
triggered close to the end of the steady run time.
The tunnel windows have 16-inch diameters.

1 n iscyssion

The experimental study had two objectives.
First, we sought to generate a model and environ-
ment in which we could establish a thick, well de-
veloped and defined turbulent boundary laver
under constant-pressure conditions. We then
sought to design, develop, and use instrumenta-
tion to obtain mean and fluctuating profile meas-
urements: first, in the constant-pressure boundary
layer; then, in regions of strong adverse pressure
gradient in regions of shock wave/boundary layer
interaction generated at a cone/flare junction. In
the preliminary study, we employed two cone/
flare configurations, one (a 30° flare) that pro-
moted a flow close to incipient separation, and a
second (a 36° flare) that promoted a well-sepa-
rated flow.

The measurements of the heat transfer and
pressure distributions over the two cone/flare con-
figurations are shown in Figures 4 through 8. The
measurements of the pressure along the entire
length of the cone were in good agreement with
predictions based on Sim’s solutions for a sharp
cone, and the pressures at the back of the flare
were in good agreement with calculations based
on an inviscid shock compression from the cone
to the flare, as shown in Figures 5 and 6. Based
on comparisons and correlations with a large num-
ber of heat transfer and skin friction measure-
ments made on flat plates and cones in the shock
tunnels and in other high Reynolds number hyper-
sonic facilities, we have found that predictions
based on the Van Driest(II) technique?’ are in
best agreement for hypersonic flows over highly
cooled walls. The Van Driest method is based on
a transformation to relate measurements in com-
pressible flow to those in incompressible flow.
Here, the measured coefficient of local skin fric-
tion and heat transfer rate (C; andCy) are re-
lated to an equivalent quantty in an
incompressible flow (Cfiand C},-i)through the rela-
tionships
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The local Reynolds numbers, Re; and Rex , based
on the momentum thickness, @, and on the dis-
tance from the virtual origin, X,, respectively, are
related to similar quantities in the incompressible
plane through the relationships

Fch=FOR€'0
FcCJ':FfoX

We have assumed the Karman-Schoen-
herr?? relationship

logio(Rex,CF) = logio(2Ree) = 0.242(CF )72

where the average skin friction, Cf., is related to
. . 1
the local skin friction, Cr o by
1

Cs, =0.242 CF1[0.24: + O.SﬁSG(C}')”:]'.

Van Driest’s analysis 1¢ based on the
Prandi~-Karman'? mixing length mode!, together
with a compressibility transformation, to describe
the compressible turbulent boundary laver over a
flat plate. From this anzalvsis, the transformation
or compressibility factors are

(Fo)yp=rme(sin™a+ sin"! Bi7°

(FG)VD = #(‘/ﬂu

and Fyx=FgF!

where
a = (2A*-B)/(4A* + B*)'/*and B = B/(4A%+ B})!/?

and
Tw -1 122 Tw Tw ~1
A=|lrm,| — and B={ 1+ -— =
[ ‘ (T‘) ] rme T¢ T'

where a recovery factor, r, of 0.89 was used, and
-1 .
L4 M, .
To compare the prediction methods with
the expenimental measurements in  the

CsFc - FoR¢s plane, the momentum thickness, 6,
must be calculated. We have used the relation-

me =

X
ship from the momentum equation 6 = L Cy/2dx

to calculate this quantity. For our measurements
in transitional and turbulent flows, we found that
the Reynolds analogy factor was close to unity, as
shown in Figures 12 and 13. Thus, when only heat
transfer measurements were available, we calcu-
lated the momentum thickness from the expres-

X
sion 0=J’ Cpdx .
0

In correlating the measurements made on
the conical models in the expression
FeCy~FpRey » we employed the Mangler?
transformation in the form suggested by Bertran
and Neal'# to relate the measurements on the
cones to an equivalent two-dimensional flow. For
an equal distance from the virtual origin of the
turbulent boundary layer on flat plates and cones,
the local Stanton number on the cone would be
larger than that on a flat plate by the ratio

(CH)eone _[2n-1 e 1+Rn
Cr)y,  \n-1 Ry
Ry Ry /Rx nitn-1) FU

-7?-: 14 (R /Rx)

where n = 0.429 + 0.404 In(Fy * Rex).

By employing the above equation, the measure-
ments on the conical bodies were transformed
into the equivalent two-dimensional compressible
plane, and, subsequently, to the incompressible
plane.

A typical comparison between a large body
of heat transfer measurements obtained earlier
and the Van Driest approach is shown in Figure
14. The good agreement between the heat trans-
fer measurements on the large cone and the Van
Driest prediction technique suggests that, at both
Mach 11 and 13 (shown in Figures 12 and 13),
the boundary layers are well developed.

Flowfield surveys were made to determine
the distributions of pitot pressure, total tempera-
ture, and total heat transfer at a number of sta-
tions through the interaction region at each of the
flow conditions described above. Figures 15 and
16 show the pitot and total temperature measure-
ments for the Mach 11 condition with a 30° flare.
The profiles, which were obtained at 2, 1.2, 0.§,
and 0 inches ahead of the cone/fiare junction, in-
dicate that there is very little upstream influence




at this condition. (A similar set of measurements
for the 36° flare is shown in Figures 17 and 18.)

-TL= 1+[(1-C,)(1+m,);—:-1]

2
+ Te I:C' (1+m9)_1] Me (u)
Tw Me Ue

u
Ue

0<Ci<0.5; C,=0 forCrocco, C;=0.5forquadratic.

These measurements are compared with
the Crocco relationship between enthalpy and ve-
locity in Figure 19. It is clear that our measure-
ments follow a parabolic relationship

1
[Bﬂ'k(‘ - (}"” 1).‘!?‘ \-7] o )'.’.] s
MPeone 2 27My - (¥-1)
ws (M) Tep ) 1me )
Ue AIQ TOg 1+me

rather than Crocco’s linear relationship

T, A :
Te 4,5 (‘_‘)_A.(i)
T\s Ue Ue

In the past, it has been assumed that the “fuller
than Crocco” velocity profile obtained in studies
over tunnel walls was associated with turbulent
nonequilibrium effects related to the strong favor-
able pressure gradient upstream on the nozzle
wall; however, no such explanation can be ad-
vanced to explain our results.

Of the transformation techniques that have
been postulated to cast the compressible flow
measurements into an equivalent incompressible
form, the relationships derived by Van Driest
have received the greatest support. Van Driest
starts with the assumption that the Crocco rela-
tionship is valid and uses the mixing length theory
to calculate the Reynolds stresses in the flow. By
inspection, the transformation is

X 24* % _B
u ) Ue
— =—151Nn —_—
ue A (B +44%)1/*

+ : sin”! 5
A (B*+4A%)12

The original form of the incompressible law of the
wall relauonship 1s

o1
—:—lns’ C
Y

However, because the wake region of the flow is
so extensive, Maise and McDonald's have sug-
gested that the Coles'® wake function be included:

w1 7 y
Y Zmysc+Zwl2
u, K ¥ +K (6)

They, in fact, suggest a defect form of this rela-
tionship:

uemu ) Ly (2
u 'f(d)'xm(a)"c(z’w’

Comparisons between our measurements in each
of the incompressible formats are shown in Fig-
ures 20 and 21. It is clear that the transform is not
as successful at these high Mach numbers as it has
been below Mach 5. Comparisons between the
measurements and these prediction techniques in
the compressible plane are shown in Figure 22. It
can be seen that this is a relatively insensitive way
of examining the measurements.

4. in 1es

We are now studving the mean and fluctu-
ating turbulent flow structure over two basic flow
axisymmetric configurations: (i) a large cone/flare
mode! (Figure 23) and (ii) an axisymmetric
curved compression ramp (Figure 24). The meas-
urements made in each of these flows are de-
signed principally to examine the response of the
turbulent flow structure in a flow strained by an
adverse pressure gradient—in one case, with a
strong embedded shock system. Flowfield meas-
urements with both non-intrusive and intrusive in-
strumentation are focused on obtaining the
streamwise variation of turbulent scale size
through the interaction regions. We are examin-
ing the surface and flowfield fluctuation measure-
ments to determine shock/turbulence interaction
and the magnitude and mechanisms of large-scale
flow instabilities in separated interaction regions.
Direct measurements of density and density fluc-
tuation with the electron-beam fluorescence
equipment enable us to determine directly the
magnitude of turbulent compressibility effects in
these flows. The experimental studies are being
conducted 2t freestream Mach numbers of 11, 13,
and 15, which give conditions on the cone from




Mach 9 1o 12 where we believe compressibility ef-
fects are of importance. The large model scale
enables us to obtain boundary layer thicknesses
up to 2 inches, which give good resolution at the
base of the viscous layer as well as generate high
Reynolds number, fully turbulent flows.

The models are equipped with high-fre-
quency heat transfer, skin friction, and pressure
instrumentation. The major flowfield instrumen-
tation is electron-beam fluorescence equipment,
installed as shown schematically in Figure 25.
The traverse mechanism shown in Figure 26 en-
ables flowfield measurements to be made at
streamwise stations encompassing the complete in-
teraction region. High-frequency thin-film, pitot
pressure, and total temperature measurements
can be made at each streamwise station of inter-
est. The large aperture optical system being used
is designed to enable us to record and analyze tur-
bulent fluctuation measurements up to 1 MHz.
These optics pive us the ability to obtain a
0.010-inch resolution across the 1.5-inch bound-
ary layer, as shown in Figure 27.

Detailed flowfield fluctuation measurements
are being made for three cone/fiare configuraticns
to obtain attached, incipient separated, and well-
separated flow, respecuvely. Figure 26 shows the
basic cone/flare model configuration with the
electron-beam optics instalied and the separated
flow generated by a 36° ramp (flare). Two addi-
tional ramp angles, of 30° and 28° are being em-
ployed in these studies. Additional studies of the
response of turbulence to adverse pressure gradi-
ents are being conducted for the axisymmetric
curved compression ramp model shown in Figure
28. Here, the turbulence is not subjected to as
great an adverse pressure gradient, and we do not
expect the shock/turbulence interaction associ-
ated with the shock system embedded within the
boundary layer to be as significant.

Double-pulsed holographic interferometry
is being used to determine both the mean flow-
field density distribution and, with pulse separa
tions of the order of 1 microsecond, the variation
of turbulent scale size through the interaction re-
gion. The mean distributions of flow properties
across the boundary layers and shear layers are
being determined from the probes and from the
electron-beam and interferometry measurements,
so we have a number of independent ways of cal-
culating the same property. For example, the
mean density can be deduced independently from
measurements using the electron beam, using in-

teferometry, and using a combination of total tem-
perature and total pressure measurements. Static
temperatures can be determined directly from the
electron-beam measurements and from a combi-
nation of probe measurements. The major efforts
in analysis of the measurements are being directed
to definition of the turbulent and unsteady struc-
ture of these flows. Knowledge of the streamwise
and transverse variations of turbulent scale size
through the interaction regions is of key impor-
tance to the evaluation of the models of turbu-
lence. Scale size measurements are to be deter—
mined independently from cross-correlations of
transverse-fluctuation measurements with those
obtained using electron-beam, pitot pressure, and
thin-film instrumentation. Turbulent spectra will
also be obtained from the various measurement
techniques to provide the correlations required for
evaluating the turbulence models and for provid-
ing insight into the fluid mechanics associated with
compressibility effects, shock/turbulence interac-
tion, and large-scale flow unsteadiness.

mmary nclysions

An experimental study has been conducted
to examine the detailed flowfield structure of a
separated boundary layer flow over a large cone/
flare model. In this study, the structure of the
separating boundary layer was examined with
pitot, total temperature, and laser holography
measurements. These measurements suggest that
the total temperature/velocity relationship in the
cone boundary layer is quadratic rather than the
usually assumed linear form suggested by Crocco.
The Van Driest transformation, which has been
used successfully in supersonic flows over adi-
abatic walls to relate the measured velocity to
similar measurements in subsonic flow, is appar-
ently not as effective in hypersonic flows over
highly cooled walls. The measurements portray
the rapid change in the structure of the sublayer
as separation takes place, as well as the formation
of strong shock waves in the turbulent shear layer.

Studies are now being made to examine the
mean and fluctuating characteristics of boundary
layers and separated shear layers in regions of ad-
verse pressure gradient and shock wave/turbulent
boundary layer interaction. In these studies, con-
ducted at Mach numbers between 8 and 16, high-
frequency heat transfer, skin friction, and
pressure measurements are being made on a large
cone/flare model and an axisymmetric curved




compression ramp model. Flowfield measure-
ments are also being made with high-frequency
pitot pressure, hoi~film, and total temperature in-
strumentauon, and advanced electron-beam fluo-
rescence and holographic interferometry tech-
niques will be used 10 make non-intrusive meas-
urements of the mean and fluctuating density and
the static temperature distributions throughout the
flowfields. ,

Nomenclature
A As Defined in Section 3
a Speed of Sound
B As Defined in Section 3
c Constant
Cr Average Skin Friction Coefficient
Cr Local Skin Friction Coefficient
Cy,CH Stanton Number
Cp. CP Pressure Coefficient
cr Specific Heat at Constant
Pressure
o As Defined in Section 3
Fe As Defined in Section 3
Fr As Defined in Section 3
Fs As Defined in Section 3
H Total Enthalpy
K Mixing Length Constant
A Machl;\‘umber
m = }2 A?
p Pressure
po’ Pitot Pressure
As Defined in Section 3
q Heat Transfer Rate
9 Dynamic Pressure
R Gas Constant
Re Reynolds Number
Reg As Defined in Section 3
T Temperature
U Velocity
Uy = (twhw )”2 = “e(‘ﬂﬂ)uz
2 T
W Wake Function
X, Distance from Normal Origin

10

y Normal Distance from Surface

y! As Defined in Section 3

GREEK SYMBOLS

y Ratio of Specific Heat

P Boundary Layer Thickness

OF,OFLARE Flare Angle

6 Momentum Thickness

U Viscosity

L g As Defined in Section 3

0 Density

SUBSCRIPTS

b Boundary Layer

BE Beginning-10-End

C As Defined in Section 3

¢ As Defined in Section 3

con¢ Cone Value

€ Edge

Jr Flai-Plate Value

i Incident

i Incompressible

IDEAL Ideal Gas

r Perfect Gas

REAL Real Gas

VD Van Driest

w Wall

X Distance from Vintual Origin

3 As Defined in Section 3

0 Stagnation Value

1 Initial Value

1,4 Regions 1 and 4 As Defined in
Figure 1(b)

@ Freestream Value

SUPERSCRIPT

. Incompressible Conditions
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Figure 1 (a) CALSPAN'S 96-INCH SHOCK TUNNEL
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Figure 2

NINE-FOOT-LONG, SHARP 6° CONE/30° FLARE MODEL INSTALLED IN
CALSPAN'S 96-INCH SHOCK TUNNEL
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A VALIDATION STUDY GF FOUR NAVIER-STOKES CODES FOR
HIGH-SPEED FLOWS

David H. Rudy*
James L. Thomas !
Ajay Kumar ¢
Peter A. Gnoflo §
NASA Langley Research Center
Hampton, VA 23665

and

Sukumar R. Chakravarthy?Y
Rockwell International Science Center
Thousand Oaks, CA 91360

Abstract

o ature

A code validation study has been conducted for four dif- Cs skin-friction coefficient, 27y /po u2,
ferent codes for solving the compressible Navier-Stokes Ch  heat-transfer c?eﬂicient, 1/Pootioo (Hoo ~ He)
equations. Computations for a series of nominally two- C, pressure coefficient, 2p/peoul,
dimensional high-speed laminar separated flows were H  total enthalpy
compared with detailed experimental shock-tunnel re- L reference length
sults. The shock wave-boundary layer interactions con- M  Mach number
sidered were induced by a compression ramp in one case P pressure
and by an externally-generated incident shock in the sec- ¢  heat-transfer rate
ond case. In general, good agreement was reached be- fl¢  unit Reynolds number, Poo Yoo [ oo
tween the grid-refined calculations and experiment for T  temperature '
the incipient- and small-separation conditions. For the U streamwise velocity
l most highly separated flow, three-dimensional calcula- = streamwise coordinate
tions which included the finite-span eflects of the exper- <@ angle of attack
iment were required in order to obtain agreement with 8 shock angle
I the data. The finite-span effects were important in de- 7  ratio of specific heats
termining the extent of separation as well as the time ¢ compression-ramp or wedge angle
required to establish the steady-flow interaction. The re- # molecular viscosity
sults presented provide a resolution of discrepancies with 72 density
l the experimental data encountered in severalrecent com- 7 shear stress
. putational studies. subscripts
a reattachment point
I *Computstionai Methods Branch. Member AIAA. 8 separation point
) t Analytical Methods Branch. Associa.e Fellow AIAA. w wall
$Computational MetFods Branch. Associate Fellow AIAA. oo free stream
¥ Aerothermodynamics Branch. Senior Membaer AlAA.
' YCFD Department. Member ALAA. I | .
The need for development and validation of compu-
l This paper is declared a work of the U.S. Government and tational methods for solving the Navier-Stokes equations
1 not subject to copyright protection in the United States. for high-speed flows has increased because of the National
i \




Aero-Space Plane project. The propulsion system of ad-
vanced hyperscnic vehicles will likely use the external ve-
hicle contours as compression and expansion surfaces for
the inlet and notsle, respectively. Thus, the integration
of the engine and airframe is an important design con-
sideration. This design process relies heavily upon the
development of computer codes with appropriate geomet-
ric flexibility and physical models since many of the high
Mach-number, high enthalpy flow conditions the vehicle
may encounter in flight cannot presently be simulated in
ground-based facilities.

Before such a code can be used with confidence as an
analysis or design tool, the range of validity of the solution
procedure and physical modeling must be known. The
verification process typically involves three distinct types
of testing: (1.) internal consistency checks; (2.) compar-
isons with other codes; and (3.} comparisons with exper-
imental data. The first of these tests consists of checking
the code for proper conservation of mass, momentum,
and energy. The simplest such test would be verifying
that the code can preserve free-stream flow. Other tests
would include the computation of flows for which ana-
lytic solutions are available. In these tests, studies can
be made of the effects of grid refinement and parameter
variations in the numerical scheme. The second level of
testing is the comparison of computed results with those
obtained using other similar but well-established codes
that also solve the Navier-Stokes equations. Compar-
isons could also be made with results from boundary-layer
codes or space-marching parabolized Navier-Stokes codes
for appropriate test problems. The third leve] of testing is
the comparison of computed results with highly-accurate
benchmark experimental data sets.

The present paper describes a comparison of computed
results from four different computer codes for solving the
compressible Navier-Stokes equations with experimental
data for two different test problems. Both of these test
problems have features typical of high-speed internal flow
problems of practical importance in the design and analy-
818 of the inlet portion of a scramjet engine on an advanced
hypersonic vehicle. Previous related code-validation stud-
ies are given by Rudy et al.! a:'d Thomas et al.?

Description of Codes

CFL3ID

Three of the four computer codes use similar recently-
developed upwind technology. The first of these, CFL3D
(Computational Fluide Laboratory 3-D code), was devel-
oped by Thomas for the thin-layer Navier-Stokes equa-
tions and is described in Ref. 3. This code uses a
finite-volume method in which the convective and pres-
sure terms are discretized with the upwind-biased flux-

(=4

difference splitting technique of Roe. The reconstruc-
tion of the celi-centered variables to the cell-interface lo-
cations is done using a monotone interpolation of the
primitive variables such that third-order accuracy in one-
dimensional inviscid flow is obtained. The differencing
for the diffusion terms representing shear stress and heat
transfer effects corresponds to second-order-accurate cen-
tral differencing 8o that the global apatial accuracy of the
method is second order. The time-differencing algorithm
is a spatially-split approximate-factorisation scheme.

USA-PG2

The second of the upwind codes, USA-PG2 (Uni-
fied Solution Algorithm-Perfect Gas, 2-D), was devel-
oped by Chakravarthy* and solves the full Navier-Stokes
equations. The corresponding three-dimensional ver-
sion is designated USA-PG3. In these codes, the
convective terms are modeled using a family of high-
accuracy Total-Variation-Diminishing (TVD) upwind-
biased finite-volume schemes based on Roe’s approximate
Riemann solver. Second-derivative viscous terms, except
cross-derivative terms, are modeled with conventional
central-difference approximations. The cross-derivative
terms are treated so that their discretisation also con-
tributes to the diagonal dominance of the implicit time
discretization. For the present calculations, the implicit
formulation was solved using approximate-factorization
methods.

LAURA

The third upwind code, LAURA (Langley Aerother-
modynamic Upwind Relaxation Algorithm), is a finite-
volume, single-level storage implicit upwind-difierencing
algorithm developed by Gnoffo®€ to solve both the full
and thin-layer Navier-Stokes equations with particular
emphasis on external, reacting, hypersonic flows over
blunt bodies with detached shock waves. The perfect-gas
version was implemented in the present study. The invis.
cid components of flux across cell walls are described with
Roe’s averaging and Harten's entropy fix with second-
order corrections based on Yee’s Symmetric TVD scheme.
The viscous terms are discretized using central differ.
ences. A point-implicit relaxation strategy is used.

NASCRIN

The fourth computer code, NASCRIN (Numeri-
cal Analysis of SCRamjet INlets), was developed by
Kumar™® and uses the original unsplit explicit technique
of MacCormack® to solve the full Navier-Stokes equa-
tions. This technique 1s a two-step, predictor-corrector
scheme which is second-order accurate in both space and
time. Fourth-order artificial viscosity based on the gradi.
ents of pressure and temperature 18 used near shock waves
to suppress numerical oscillations.




Test Cases

The two test cases considered in the present study are
shown schematically in Fig. 1. Both cases are hypersenic
flows with viscous/inviscid interactions typical of those
found in the flow field within the propulsion system of a
hypersonic vehicle. The first of these test cases was the
two-dimensional flow over a compression corner formed
by the intersection of a flat plate and a wedge tested
by Hoiden and Moselle!? in the Calspan 48-inch Shock
Tunnel. The flow field shown in Fig. 1(a) shows the
separated low which forms in the corner region for a suf-
ficiently large wedge angle. Downstream of the reatcach-
ment point, the boundary layer thins rapidly due to the
compression, resulting in large increases in skin friction
and heat transfer on the wedge surface. Furthermore, the
compression waves produced by the corner coalesce into a
shock wave which intersects with the leading-edge shock,
producing an expansion fan and a shear layer, both of
which affect the flow on the ramp. Three wedge angles
tested by Holden and Moselle are considered here. The
flow remained attached on the 15-degree wedge, a small
separated-flow region occurred with the 18-degree wedge,
and a large separated-flow region was produced by the
24-degree wedge.

The nominal flow conditions for this case were M, =
14.1, T, = 160°R, and Re = 7.2x10* per foot. The
wall temperature, T,,, was 535°R. The Reynolds number
was low enough that the flow remained completely lam.
inar, thereby eliminating the issue of turbulence model-
ing from the present study. Furthermore, even though
the free-stream Mach number was high, the free-stream
temperature was low enough that there were a0 signifi-
cant real-gas effects. In the experiment, values of surface
pressure, skin friction, and heat transfer were measured
in the centerplane of the model which had a spanwise
length that was thought to be sufficient to produce two-
dimensional flow in the measurement region.

This test case has been used in previous computational
studies by other investigators. The first computation us-
ing the full Navier-Stokes equations for this case was made
by Hung and MacCormack.!! They obtained good agree.
ment with the experimental data for the 15- and 18-degree
wedges, but their solution significantly underpredicted
the size of the separated.flow region for the 24-degree
wedge. Recent studies have been presented by Power and
Barber,'? Ng et al.,!3 and Rissetta and Mach.!* In ad-
dition, the fully-attached flow with the 15-degree wedge
has been used for comparisons with computations using
the parabolized Navier-Stokes equations in various stud-
ies such as in Refs. 15 to 17.

The second test case, shown in Fig. 1(b), was the inter-
action of an incident shock produced by a shock-generator

wedge with a flat-plate boundary layer in hypersonic flow.
The features of this flow field are very similar to those
produced by the coinpression corner. In this case, the
incident shock produces a separated-flow region. Down-
stream of this region, the boundary layers thins rapidly
due to the compression. As in the first case, measure-
ments were made in the centerplane of the model which
had a spanwise length judged sufficient to produce two-
dimensional flow in the measurement region. The experi-
mental data were obtained by Holden!® in the Calspan 48
inch Shock Tunnel. The nominal low conditions for this
case were Mo, = 15.8, T, = 77°R, and Re = 1.36x10°
per foot. The wall temperature, T, was 535°R. So-
lutions were computed for two different shock-generator
wedge angles, 4.017° and 6.45°. As in the compression-
corner experiments, the low was completely laminar and
real gas effects were not significant.

Results and Discussion

Compression-corner case

Comparisons were made between the computed solu-
tions from all four codes and experimental data for the
15- and 24-degree wedges using two different grids. The
first grid had 51 points in the streamwise direction and
51 points in the vertical direction. In the streamwise di-
rection, the grid was clustered near the leading edge of
the flat plate and in the corner region. In the normal
direction, the grid was clustered near the model surface.
Above the wedge, a simple sheared grid was used, prodac-
ing a non-orthogonal grid in this region. A second grid
with twice the resolution was constructed from the first
grid using 101 points in each direction while maintaining
the same grid stretching.

15° wedge. Fig. 2{a) shows a comparison of the com.
puted surface-pressure coefficient with experimental val-
ues for all four codes on two different grids. The pressure
coefficient is plotted as a function of x/L, where x is mea-
sured from the leading edge of the flat plate and L is the
length of the flat-plate portion of the model. As shown,
there are only very slight differences in the predictions
from the four codes for the 51 x 51 grid; however, the
four solations are virtually identical for the 101 x 101
grid. The computed pressures are generally higher than
the experimental values even on the flat-plate portion of
the model. However, the computed pressures were in ex-
cellent agreement with those given by hypersonic strong-
interaction theory (not shown). The corresponding com-
parison of the computed surface heat-transfer coefficient
with experimental values for all four codes on the two
grids is shown in Fig. 2(b). As with the pressure coeffi-
cient, the calculations on the 101 x 101 grid produce the
best agreement among the codes. The largest differences
occur along the ramp. The trends in the experimental

N




data are again predicted well, but the computed values
are generally slightly higher than those found in the ex-
periment.

24° wedge. Fig. 3 shows the streamlines in the flow
field of the 24-degree wedge computed using the USA-
PG2 code. The large size of the separated-flow region
and the thinning of the boundary layer on the ramp down-
stream of the reattachment point can be clearly seen. Fig.
4 shows the comparison of the computed surface-pressure
coefficient with experimental values for this case. The
four codes predict different extents of separation even
with the 101 x 101 grid. A solution using a 201 x 201 grid
was also made with CFL3D. The predictions for surface
pressure, skin friction, and surface heat transfer for this
grid were almost identical to those found with the 101 x
101 grid with only a slight increase in the predicted extent
of separation. Therefore, the 101 x 101 grid calculation
with CFL3D can be considered to be sufficiently grid-
refined for this flow. Al four of the codes demonstrated
a trend with grid convergence towards a similar longitu-
dinal extent of separation which is much larger than that
found in the experiment. As a result of the larger sep-
aration extent, the shock interaction is altered, moving
the peak value of pressure on the ramp downstream in
comparison to the experiment.

Time-accurate computations. In order to help resolve
these differences between the computation and experi-
ment, time-accurate calculations were made with three
of the codes to study the question of whether the ex-
perimental data might have been obtained before steady
flow had been fully established during the short run time
available in the shock tunnel. The fiow in the experiment
reached a steady state in approximately 4 ms., and the
total run time was approximately 10 ms. Fig. 5 shows
the solutions obtained with CFL3D at five intermediate
times one millisecond apart between 1 and 5 ms. These
results are representative of the time variation computed
with all three of the codes used, CFL3D, USA-PG2, and
NASCRIN. It can be seen that the separated-fiow region
is predicted reasonably well at a point in time between
2 and 3 ms., but the size of the region continues to in-
crease as the solution is further advanced in time. It took
more than 12 ms to establish steady flow in the compu-
tations, which is more than the testing time available in
the experiment.

Calculations were also made with CFL3D for wedge an-
gles of 18, 19.5, 21, and 22.5 degrees. (Calculations made
with USA-PG2 for 18. and 21-degree wedges verified the
CFL3D resulte.) The results of these computations are
summarized in Fig. 6, which shows the effect of wedge
angle on the size of the separated-flow region. For the
sm .23t separated-flow region, which occurred with the
18-degree wedge, the extent of separation using a 101 x

101 grid differed from the experimental value by approx-
imately 23 percent. For the 24-degree wedge, the com.
puted extent of separation differed from the experimen-
tal value by approximately 48 percent for the 101 x 101
grid. The 21-degree wedge case produced a computed
separated-flow region comparable in size to that found
experimentally with the 24-degree wedge. Fig. 7 shows
the positions of the upstream and downstream boundaries
of the separated-flow region for this case as functions of
time. As shown, it required significantly more time than
4 ms. for the computed flow field to reach its steady-state
even for a separated-flow region with a size comparable
to that found in the experiments.

Three-dimensional calculations. Since the results from
the two-dimensional computations did not match the
experimental data, three.dimensional calculations were
made with CFL3D to investigate the possibility of flow
in the spanwise direction affecting the flow in the center
of the plate. For the experimental data for which com-
parisons are shown below, no side plates were used. The
spanwise length of the plate was 2 ft. Calculations were
made with two different grids, 51 x 51 x 25 and 101 x
101 x 25. Because the flow is symmetric about the cen.
terplane, the computational domain included only half of
the plate. The spanwise gnid contained 19 points on the
plate and 6 points in the free stream. Approximate su-
personic outflow boundary conditions were used at the
sides of the computational domain outside of the ramp
surface. Fig. 8 shows results from the calculation with
a 101 x 101 grid in each streamwise plane. The stream-
lines in the flow very near the model surface are visualized
using particle traces. The separation and reattachment
lines show that the size of the separated-flow region de-
creases across the plate from the centerplane to the edge.
The pressure contours in the downstream plane on the
ramp at the end of the computational domain show an
expansion of the flow in the spanwise direction near the
edge of the plate to reduce the pressure to the free-stream
value. A comparison of the computed 2-D and 3-D cen.
terplane surface-pressure distributions with the experi-
mental data are skown in Fig. 9 using solutions from
CFL3D for all of the grids used in the present study. As
shown, the three-dimensional effects produce a smaller
separated-flow region in the centerplane than that pre.
dicted in the two-dimensional calculations. Furthermore,
the size of the separated-flow region and the pressure level
in that region are in excellent agreement with the data
for the finest mesh in the 3-D calculation. However, the
computed pressure rise on the surface of the wedge dif.
fers from the nxperiment even though the peak value is
well-predicted.

Fig. 10 shows the normalized locations of the upstream
and downstream boundaries of the separated-flow region




as functions of time for both the 2-D and 3-D computa-
tions with CFL3D for the 24-degree wedge. Quite surpris-
ingly, the time to establish the steady state for the 3-D
flow is dramatically less than that required for the 2.D
flow. For the 3-D computation, a steady-state has been
established in approximately 4 ms, which is in agreement
with the experiment.

Angle-of-attack correction. It was found that incorpo-
rating a one-degree angle of attack significantly improved
the agreement with the experimental data in all cases for
all quantities. The one-degree angle-of-attack correction
was used previously by Lawrence et al.!” Fig. 11 shows
the computed surface-pressure coeflicient for both the 15-
and 24-degree wedges with and without the angle-of.
attack correction. The correction brought the computed
values into agreement with the data on both the flat-plate
and wedge portions of the model. Similar improvements
were found for the skin friction and surface heat tranafer,

Summary comparisons. Fig. 12 shows a summary com-
parison of the CFL3D solutions with with experimental
data for each of the three wedges. The 3.D solution in
the centerplane is shown for the 24-degree wedge, and 2-D
solutions are shown for both the 15- and 18-degree cases.
In each case, the one-degree angle-of-attack correction is
used as well as the exact free-atream condtions measured
in the experiment. These flow conditions were slightly
different from the nominal values listed above. Excellent
agreement of the calculations with experimental data was
found for pressure, heat transfer, and skin friction for all
three wedge angles.

The present results reconcile several discrepancies be-
tween numerical computations and experiment for the 24-
degree compression ramp presented in the literature. The
original work of Hung and MacCormack!! in 1976 com-
pared well with the 15. and 18-degree ramp deflections
but underpredicted the extent of separation for the 24-
degree deflection. This can be attributed to the coarse-
ness of the computational grid in that study since the
present investigation indicates that the 24-degree com.
pression ramp requires a much finer grid than that re.
quired with the lower angles to attain grid convergence.
The more recent work of Ng et al.!® and Rissetta and
Mach!* with much finer grids indicate a separation ex-
tent that is much larger than experiment for the 24-
degree case. These results are consistent with those of
the present study in that incorporation of the three-
dimensional effect due to spanwise extent is required in
order tc agree with experiment. Finally, the recent work
of Power and Barber!? indicates less separation than ex-
periment, in contrast to the present results. This smaller
predicted extent of separation is believed to be due to a
termination of the calculations after the free stream had
swept the computational domain four times, which is sig-

nificantly less than the present calculations indicate are
required for the flow to establish a steady state.

Shock-boundary layer interaction case

Computations were made for two of the five shock-
generator-wedge angles tested by Holden at M, = 15.6.
These angles were 4.017° and 6.45°, which represent the
smallest and the next-to-the-largest angles tested. The
firac set of calculations was made in two parts. The flow
over the shock-generator wedge was computed separately
using CFL3D. The shock angle obtained from this cal-
culation was then used to specify the flow at the upper
boundary of the computational domain used to compute
flow over the flat plate. For § = 4.017°, computations
were made for three of the codes, CFL3D, USA-PG2,
and NASCRIN. For § = 6.45%, computations were made
using only CFL3D and USA-PG2. The grid for the flat
plate had 151 points in the streamwise direction which
were clustered near the leading edge of the plate and in
the shock-boundary layer interaction region. The grid in
the normal direction extended 3 inches above the surface
of the plate and had 81 points which were clustered near
the wall. For § = 4.0179, the shock angle, 5, was 8°,
and the shock crossed the upper boundary at the grid
point at x=0.912 iaches. In this case, the shock posi-
tion required to properly match the shock-impingement
location was actually upstream of that estimated from
the analysis of the computed shock-generator.-wedge flow
field. For § = 6.45%, the shock angle was 10.5° and the
shock crossed the upper boundary at the grid point at
x=6.429 inches.

A comparison of the computed surface-pressure coef-
ficient with experimental data for both wedge angles is
shown in Fig. 13. The resuits for the two upwind codes
are virtually identical. The pressure rise in the interac-
tion region computed by NASCRIN occurs slightly down-
stream of the upwind predictions. This difference is a
consequence of the shock wave being introduced along
the upper boundary one-half grid cell further downstream
in the finite-difference method than in the two upwind
methods. The expansion downstream of the interaction
region is not predicted for either wedge angle by any of
the methods.

Comparisons of the computed skin-friction coeflicient
and surface heat-transfer coeflicient are shown in Figs.
14 and 15, respectively. The differences between the so-
lutions from the two upwind methods are very small, and
the overall levels and trends of the heat-transfer and skin-
friction data upstream of and through the interaction re-
gion are well-predicted.

Computations were also made using CFL3D which in-
cluded the flow over the shock generator wedge as well
as the flow over the plate as part of a single simulation.




The grid for this case is shown in Fig. 16(a). The grid
over the flat plate remained the same as in the previ-
ous caiculations, and the grid near the wedge contained
the same amount of clustering in the normal direction as
the grid near the plate. The grid contained 191 points
in the streamwise direction and 151 points in the normal
direction. The upper boundary downstream of the trail-
ing edge of the shock generator wedge was simulated as
a flat plate parallel to the freestream flow. Contours of
pressure and Mach number for the § = 6.45° simulation
are shown in Figs. 16(b) and (c), respectively. The pres-
sure contours illustrate the intersection of the wedge and
fiat-plate leading-edge shocks as well as the interaction of
the wedge shock with the fiat-plate boundary layer. The
Mach-number contours highlight the boundary-layer de-
velopment and the shock waves and also indicate a sep-
aration sone in the interaction region on the lower flat
plate. The corresponding calculation for the case with
6 = 4.017” produced a wedge shock which impinged on
the flat-plate boundary layer downstream of the mea-
sured impingement, consistent with the observation noted
above for the specified-shock calculations. To match the
experimental impingement location, the height of the
trailing edge of the shock-generator wedge above the flat
plate was changed from the value of 3.625 inches reported
for the experimental configuration to 3.242 inches.

Fig. 17 shows a comparison of the surface-pressure co-
efficient for the specified-shock calculation and the com-
plete flow-field simulation for CFL3D for both wedge an-
gles. Th  nly difference between the two results occurs
downstream of the interaction where the complete simu-
lation captures the expansion produced by the flow from
the trailing edge of the generator wedge.

Concluding Remarks

A code-validation study bas been conducted for four
different codes for solving the compressible Navier-Stokes
equations. Two test cases involving high-speed sep-
arated flows have been used to compare the results
from the codes. Computations for a series of nomi-
nally two-dimensional high-speed laminar separated flows
were compared with detailed experimental shock-tunnel
results. The shock wave-boundary layer interactions con-
sidered were induced by a compression ramp in one case
and by an externally-generated incident shock in the sec-
ond case. In general, good agreement was reached be-
tween the grid-refined calculations and experiment for
the incipient- and smali-separation conditions. For the
most highly separated flow, three-dimensional calcula-
tiors which included the finite-span effecte of the exper-
iment were required in order to obtain agreement with
the data. The finite-span eflects were important in de-
termining the extent of separation as well as the time

required to establish the steady-fiow interaction. The re-
sults presented provide a resolution of discrepancies with
the experimental data encountered in several recent com-
putational studies.

The present study demonstrated that the four codes
are capable of accurately representing both qualitatively
and quantitatively the types of complex hypersonic fiows
with strong viscous-inviscid interactions considered. For
sufficiently-refined gri. the predictions from the codes
were in good agreement with each other and with exper-
imental data considered to be benchmark data for these
types of flows. The emphasis of the present study was
the grid-refined accuracy of the codes and, therefore, the
study did not address either the issue of the relative ef-
ficiency of the codes or the minimum computational re-
quirements to simulate the flows considered.
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